








Open Matlab

$ matlab &

Refer to: https://www.bu.edu/tech/support/research/system-usage/getting-started/remote-desktop-vnc/











• Figure from: https://en.wikipedia.org/wiki/Parallel_computing



• Share memory

• Multiple CPU cores within one node

• Distribute memory

• Multiple nodes within one cluster



















• A failed case: • A successful case: 





https://www.mathworks.com/help/distcomp/nesting-and-flow-in-parfor-loops.html








Get an array chunk on each worker using numlabs and labindex



 Workers receive commands entered in the Parallel Command Window, process them, 

and send the command output back to the Parallel Command Window. 

 Launch pmode

 Execute commands in pmode (at prompt P>>) 



 labSendReceive(ID_send_to, ID_receive_from, send_data) - Send data to one worker and 

receive data from another worker.

 Example: circularly shift data between neighbor workers



 labBroadcast - Broadcast data from one worker to all other workers.



Use Composite, distributed out of  spmd region



 The distributed function can be used for parallel computing without using spmd.



 Use codistributed within spmd region
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