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INTRODUCTION :

e Emotion recognition is a cognitive ability allowing humans to interpret facial cues and audio
tones

Autism Spectrum Disorder (ASD) and Schizophrenia (SZA) significantly impair this ability,
affecting 75 million and 24 million people, respectively

Despite growing research, the neural basis for altered emotion recognition in schizophrenia and
ASD remains poorly understood

e Current artificial intelligence models can classify emotions, but most lack biological plausibility
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METHODS

1. We divided the emotion recognition circuit in the brain into 4 components:
a.Visual feature extraction using Facenet, a Convolutional Neural Network (CNN), mimicking the visual cortex
b.Audio feature extraction (MFCCs, energy, pitch) using Librosa, mimicking the auditory cortex
c.Features standardized and combined in the Superior Temporal Sulcus (STS) layer
d.Combined features are passed to our amygdala, a Spiking Neural Network (SNN) that classifies the final emotion
I.Used SNNTorch and PyTorch, Cross Entropy Loss Function, Adam Learning Algorithm, learning rate=0.001
Ii. Two hidden layers with 512 and 256 nodes, respectively
111.50 epochs, batch size=128
Iv.2nd-Order Integrate-and-Fire Neurons with Synaptic Conductance
2. Performed a 5x5-fold cross-validation to test the variance in the network’s performance across runs
3. Built on model system to simulate Autism and Schizophrenia models by altering biological Figure 2. SNN architecture
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Our Multisystem Model.:
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e Used CREMA-Dataset (Cao et. al., 2014)*: contains labeled audio and visual recordings of actors AMYGDALA T N Emotion output >
expressing 6 different emotions - , anger, disgust, sadness, fear, and neutral
e 7441 audiovisual recordings, average length of 2.6 seconds kbl w@ Auditory Neutral Sadness
* 91 actors - 48 male and 43 female - consists of a variety of ethnicities 0l J Cortex v e Classifies the emotion Fear
e 12 different sentences :
e Video clips in the .flv format, audio clips in the .wav format Audio Input (.wav) Extracting audio features . |
\ j Figure 3. 4-Step Multisystem model
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Limitations

o Simplified brain architecture: 917 nodes total and only 4 components
e Supervised Learning: Neuron layers built on top of traditional node

Mean Confusion Matrix (25 runs)

over 25 runs

Figure 9. Mean confusion matrix of the ASD model

Figure 10. Mean F1 score for
each emotion of ASD model

Figure 11. Mean training loss of ASD model over 50

epochs

processing

\_

% 2 Bs. eo sz 38 N Clacs F1-Score (Mean Mean Training Loss over 25 Cross Validation Runs layers
. * Std Dev) - —— Mean Training Loss e Generalizability: High accuracy on CREMA-D may not translate to
= 2.8 35.5 23.4 12.0
&R~ (+1.5) (+6.0) (+6.4) (+3.8) 1.8 1 it i i i
< Happy 0.8602 + 0.0190 L ggf;erlii’;ausaegz)or more naturalistic stimuli (e.g., real conversations,
_— = 117 4.8 208.4 45 y
g < (£3.9) (£1.7) (+14.9) (£2.3) 125 Sad 0.6355 + 0.0175 22l
)
O 5 i & 1.2 - 1 1
3 2 & * | angry 08040100173 |9 Future Work/Applications
_ w7 o e Help therapists, educators, and caregivers have a better
3oeio e a3 ., | Fearful  0.6087+0.0271 8 understanding of how neurodivergent individuals process
06 faces/emotions
g w2 G657 @23 @8y 20 - | Neutral 0.7014x0.0301 il - T - - - e Incorporate more biologically realistic learning algorithms
Happy sad Angry  Fearful  Neutral  Disgust Disgust  0.8246 + 0.0124 poc o E.g.unsupervised learning, synaptic plasticity, synaptic pruning
Predicted ' o e Combine with in vivo studies to quantify the extent/effect of traits

associated with autism and how they relate to general cognitive

)

Schizophrenia « o

Kover 25 runs

\_

: ] Accuracy (%): 73.70 * (1.18)
Mean Confusion Matrix (25 runs)
. F1-Score (Mean ACKNOWLEDGEMENTS | REFERENCES
B 12 (£38)  (£3.3) (+3.6) (£2.5) Class + Std Dev) Mean Training Loss over 25 Cross Validation Runs
175 — Mean Training Loss We are sincerely grateful to the
R G13 6103 Gse) (4 .| Happy  0.7457%0.0188 RISE program at Boston University
for offering us this valuable
= 5 5o R O S5 o 2s | Sad 0.5210 £ 0.0284 research experience. Our thanks go
2 o | |y ) 2 to Karla Montejo, Shankar
<i- &0 [dEh & T s nery  0./7444x0.0199 1 S Ramachandran, Pier Bressan, and
] 7 cearful | 0.4920 + 0.0309 the entire team of teaching fellows
P w00 e e 50 | S for their insightful guidance and
) Neutral  0.6021+ 0.0251 support. Lastly, we deeply
§oah G0 @y @h W - 0 B o ® appreciate our families for their
wppy s by feamd  Nedwsl  Disgus Disgust  0.7714 + 0.0223 Epoch unwavering encouragement
Predicted Figure 14. Mean training loss of SZA model over 50 throughout our scientific
Figure 12. Mean confusion matrix of the SZA model  Figure 13. Mean F1 score for epochs endeavors.
each emotion of SZA model



https://www.sciencedirect.com/science/article/pii/S2213158221003387
https://www.sciencedirect.com/science/article/pii/S2213158221003387

