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e \We also plan to scale up our evaluation
engine to support external model
submissions and to refine our
annotation tools with semi-automated
methods.

e \We release these resources publicly to
catalyze a effort around data-efficient,
developmentally-inspired pretraining.

Synthetic child-directed
data (CVCL-aug) boosts "
VTWT and Winoground  -.,
scores much more than
random augmentation.!

To ensure benchmark validity, we
built a scalable labeling pipeline
with Label Studio, automating clip
ingestion into verifiable annotation
tasks. Custom interfaces for tasks
like Visual Delayed Response were
rapidly developed using Gemini,
streamlining iteration.
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Data Foundation: SAYCam Dataset*
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