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Abstract–This paper addresses a hybrid approach on message propagation in vehicular networks.
Short-range Vehicle-to-Vehicle (V2V) communications cannot always guarantee connectivity to
the network cloud, especially when traffic density is very low. By utilizing existing wireless net-
work infrastructure it is possible to greatly enhance the capabilities of short range V2V technolo-
gies. Such existing and future communications infrastructure includes UMTS, HSDPA, Wi-Fi, and
WiMax.

For this multi-network environment we analyze how messages are forwarded by vehicles com-
municating via a hybrid protocol exploiting both short-range V2V communication schemes and
Vehicle-to-Infrastructure (V2I) concepts. The protocol switching from V2V to V2I, and vice versa,
occurs through a decision algorithm that considers observed network state. We characterize the
bounds of information propagation and compare performance with traditional message propaga-
tion based on opportunistic networking. Simulation results show the effectiveness of the proposed
hybrid vehicular communication protocol.
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1 Introduction
Vehicular Ad-hoc Networks (VANETs) are emerging as the preferred network design for Intelli-
gent Transportation Systems (ITS) based on, for example, Dedicated Short-Range Communica-
tions (DSRC) [1]. Vehicle-to-Vehicle (V2V) communications are supported due to smart vehi-
cles equipped by on-board computers with multiple network interface cards (e.g., Wi-Fi, HSDPA,
GPS), and emerging wireless technologies (e.g., IEEE 802.11p, WiMax, LTE).

Although V2V is potentially the most viable approach to low-latency short-range vehicular net-
works, connectivity between vehicles may not always be available due to quick topology network
changes, vehicle speed, and traffic density [1]. In sparsely connected and totally disconnected sce-
narios, vehicles are not always able to communicate each other, and V2V does not represent the
most appropriate interconnection scheme for some applications [2], especially non-safety-critical
ones.

A solution to longer-range vehicular connectivity should consider preexisting network infras-
tructure such as wireless access points (called as Road-Side Units, RSUs). Communications be-
tween vehicles and RSUs are supported by Vehicle-to-Infrastructure (V2I) protocol. V2I limi-
tations are due to particular vehicular applications required. Moreover, performance is strictly
dependent on the specific wireless technology for the RSUs.

In order to achieve the advantages of both V2V and V2I protocols, we propose a hybrid vehicular
protocol, called as Vehicle-to-X (V2X). Based on V2V and V2I, V2X supports traditional VANET
scenario with a heterogeneous network environment, and aims for vehicles (i) to communicate
between them (via V2V), and (ii) to connect to the Internet (via V2I). As a result, V2X permits
hybrid vehicular communications that means each vehicle can switch from V2V to V2I, and vice
versa, on the basis of a protocol switching decision algorithm.

In this paper we illustrate the behavior of V2X protocol, and analyze how information is prop-
agated. In our approach, we assume a data push communication model, in which information
messages are propagated via localized (limited range) broadcast.

The paper is structured as follows: Section 2 deals with related work in message propagation in
VANETs, while in Section 3 we describe the main criterion on which V2X is based. In Section 4
we give definitions about different data propagation rates obtained with V2X, while Section 5
describes the main phases of V2X protocol. Simulation results are shown in Section 6. We compare
the performance of the V2X protocol with respect to traditional opportunistic networking technique
(i.e., V2V) in terms of message dissemination. Finally, conclusions are drawn in Section 7.

2 Related Work
Due to different traffic scenarios (i.e., dense, sparse or totally disconnected traffic neighborhoods [3]),
vehicles in VANETs move in clusters and form interconnected blocks of vehicles [4]. As a conse-
quence, vehicular connectivity is not always available, and messages can be lost or never received.

Opportunistic forwarding is applied in VANETs in order to achieve connectivity between ve-
hicles, and to disseminate information, [4–6]. Message propagation occurs through links built
dynamically, where any vehicle can be used as next hop and subsequent hops forward the message
to the final destination. V2V communications exploit connectivity from other neighboring vehicles
by a bridging technique [6].
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Figure 1: VANET scenario with heterogeneous wireless network infrastructure.

Many authors have addressed the analysis of message propagation in VANETs. In [7] Resta
et al. deal with multi-hop emergency message dissemination through a probabilistic approach.
The authors derive lower bounds on the probability that a vehicle correctly receives a message
within a fixed time interval. Similarly, Jiang et al. [8] introduce an efficient alarm message broad-
cast routing protocol, and estimate the receipt probability of alarm messages sent to vehicles. Other
works [9–11] analyze the message propagation model on the basis of the main VANET characteris-
tics such as number of hops, vehicle position, mobility, etc. Yousefi et al. [9] consider a single-hop
dissemination protocol based on Quality-of-Service metrics, while Chen et al. [10] propose a ro-
bust message dissemination technique based on the vehicles position. Finally, Nadeem et al. [11]
present a data dissemination model based on bidirectional mobility of paths between a couple for
vehicles. In all previous works data traffic is disseminated only through vehicles communicating
via V2V. No network infrastructure nor V2I protocol have been considered.

The use of a vehicular grid together with an infrastructure has been discussed in [12] and [13],
where benefits of using the opportunistic infrastructure placed on the roads are analyzed. Our
approach relies on the network scenario depicted by Gerla et al. in [12], but we propose a novel
protocol that provides switching from V2V to V2I, and vice versa. For such a technique we expect
that the message propagation via V2X be improved by a correct use of vehicular communication
protocols (i.e., V2V and V2I).

3 Vehicle-to-X Technique
V2X enables vehicles to communicate via V2V or V2I on the basis of a protocol switching deci-
sion. We now describe the main aspects of this decision criterion.

Let us consider a cluster C comprised of a set S of vehicles (i.e., S = {1, 2, . . . , n}). Then,
m Road-Side Units (RSUs) (i.e., m < n) are displaced in the network scenario as depicted in
Figure 1. Each vehicle is able to communicate via V2V on the basis of a fixed transmission
range radio model [14]. We assume that only a limited subset of vehicles in the cluster C, (i.e.,
S ′ = {1, 2, . . . , l} ⊂ S, with l < n), is able to connect to an RSU via V2I. For example, not
all the vehicles might have an appropriate network interface card, and/or are not in the range of
connectivity of an RSU. Analogously, we assume that only k RSUs (i.e., k = {1, 2, . . . , h} with
h < m) are available to V2I communications.

For the connectivity link from the i-th to the j-th vehicle we define as link utilization time
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q(i,j) [s] the time needed to transmit a message of length L [bit] from the i-th to the j-th vehicle, at
an actual data rate f(i,j) [Mbit/s], such as

q(i,j) =
L

f(i,j)

. (1)

For a link between a i-th vehicle and an k-th RSU, the data rate is obtained by the nominal data
rate

^

f (i,k) by applying a Data Rate Reduction (DRR) factor (i.e., ρ(i,k)) that depends on the distance

from the vehicle to the RSU, namely f(i,k) = ρ(i,k)

^

f (i,k). The DRR factor increases when a vehicle
is laying within the bound of a wireless cell.

Let us define a path from the i-th vehicle to the k-th RSU comprised of a sequence of M hops,
where a single hop represents a link between two neighboring vehicles. The path length represents
the number of hops M for a single path. It follows that the maximum number of directed links
from a vehicle to an RSU is α = l · h, while the maximum number of different paths that can
connect the i-th vehicle to the k-th RSU is n · α.

From the definition of path, we define the path utilization time Q(i,k) [s] from the i-th vehicle
to the k-th RSU as the sum of single link utilization time parameters (i.e., q(i,j)), for each hop that
comprises the path, as

Q(i,k) = q(i,j) + q(j,x) + ...+ q(x,k) = L
n∑
i=1
x∈S

[
f(i,x)

−1
]

(2)

The optimal path will be the one, among all the paths nα, with the minimized path utilization
time, such as

min
s=1,2,...,nα

Q
(s)
(i,k) = L · min

s=1,2,...,nα

n∑
i=1
x∈S

[
f

(s)
(i,x)

]−1

. (3)

Equation (3) is compared with the link utilization times in V2V communications in order to
detect the most appropriate vehicular protocol.

4 Data Propagation Rates
In this section we illustrate how a message is propagated in a VANET incorporating a heteroge-
neous network infrastructure. For our purposes, we give several definitions of message dissemina-
tion rates for different cases.

Figure 1 depicts a vehicular network scenario in which a wireless network infrastructure partially
covers the VANET. Vehicles move in clusters in two separated lanes (i.e., lane 1, and 2), where
north (i.e., N), and south (i.e., S) represent the directions of lane 1, and 2, respectively. The
message propagation direction is assumed for this case to be N.

Local connectivity information is received by each vehicle through broadcast “hello” messages,
and establish if a vehicle is within a cluster or is traveling alone on the road. In contrast, a vehicle
will know if there are neighboring wireless networks on the basis of broadcast signaling messages
sent by the RSUs.

We assume the vehicles are traveling at a constant speed c [m/s], while v [m/s] is the message
propagation rate within a cluster, such as v = x/t, where x is the transmission range distance
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between two consecutive and connected vehicles (i.e., 0 < x ≤ 125 m, [14]), and t [s] is the time
necessary for a successful transmission, which depends on the single link of connected vehicles.
As a consequence, the average message propagation rate within a cluster (i.e., v [m/s]) should
consider each single contribution due to each single link (i, j), such as

v =
1

h

∑
i,j

v(i,j) =
1

h

∑
i,j

x(i,j)

q(i,j)
=

1

hL

∑
i,j

x(i,j) · f(i,j), (4)

where v(i,j) [m/s] is the message propagation rate for the link (i, j), and h is the number of hops
occurred within a cluster. The message propagation rate v [m/s] depends on the average message
propagation rate for each hop within a cluster and increases for a low number of hops h.

Now, let us consider vRSU [m/s] as the message propagation rate within the network infrastruc-
ture, as

vRSU = d · B
L
, (5)

where d is the distance between two consecutive RSUs. The ratio between the message length
L [bit], and the effective data rate B [bit/s], for the link between the m-th and (m+ 1)-th RSU,
represents the time necessary to forward a message between two consecutive RSUs.

It follows that vRSU is strictly dependent on the message propagation direction. A message is
forwarded to an RSU if it is placed along the same message propagation direction (see Figure 1).
An RSU that receives a message by a vehicle can therefore forward it to the next RSU. The po-
tential for communications between RSUs is introduced in this work in order to avoid connectivity
interruptions caused by low traffic densities, and that the V2V protocol cannot always solve, [5].

Equation (5) represents the message propagation rate within the preexisting network infrastruc-
ture. We also consider the message propagation rate in uplink (downlink), when a vehicle sends a
message to an RSU (and vice versa), such as:

vUP = xr

L
· f̃(i,m), vDOWN = xr

L
· f̃(m,i), (6)

where xr is the distance that separates the i-th vehicle and the m-th RSU, while f̃ is the effective
transmission data rate for the link (i,m) (uplink), and (m, i) (downlink), respectively. From (5)
and (6), it follows that the message propagation rate vV2I [m/s] for communication between vehi-
cles and RSUs via V2I depends on the effective transmission data rates in uplink and downlink,
and on the effective data rate for intra RSU communications, such as

vV2I = vUP + vRSU + vDOWN =

= 1
L

[
d ·B + xr ·

(
f̃(i,m) + f̃(m,i)

)]
.

(7)

As an analogy, we define the message propagation rate for communications via V2V (i.e.,
vV2V [m/s]), as

v
(±)
V2V = ± (v + c) , (8)

which depends on the constant velocity c of vehicles and on the effective transmission data rates
within a cluster C according to (4). The positive or negative sign of vV2V depends on the message
propagation direction.

Finally, when no connectivity occurs (i.e., a vehicle is traveling alone), the message propagation
rate is equal to ±c, which depends on message propagation direction.

We characterize the behavior of the whole system in terms of six transition states as follows:
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1. Messages are traveling along on a vehicle in the N direction at speed c [m/s];

2. Messages are propagating multi-hop within a cluster in the N direction at speed v(+)
V2V [m/s];

3. Messages are traveling along a vehicle in the S direction at speed −c [m/s];

4. Messages are propagating multi-hop within a cluster in the S direction at speed v(−)
V2V [m/s];

5. Messages are transmitted via radio by an RSU in the N direction at speed vV2I [m/s];

6. Messages are transmitted via radio by an RSU in the S direction at speed −vV2I [m/s].

States (1 − 4) are typical for data propagation with an opportunistic networking techniques
in VANET scenarios in which vehicles communicate only via V2V [6], while states 5, and 6,
have been added for vehicles communicating via V2I. All the six states can occur when vehicles
communicate via V2X.

As illustrated in [6], the bridging technique is strongly employed in opportunistic networking
for vehicular networks in order to avoid disconnections. In VANETs, there are two message prop-
agation direction (i.e., forward and reverse propagation). In forward message propagation, each
vehicle is assumed to travel in the N direction at speed c [m/s], and the message is propagated in
the N direction. The message propagation rate has a minimum value due to the speed of the vehicle
(i.e., c [m/s]) since the message is traveling along the vehicle. When a connection between two
consecutive vehicles traveling in the N direction is available, the message will be propagated via
V2V at a rate v(+)

V2V.
Moreover, if no vehicle connection is available, the bridging technique can attempt to forward a

message to clusters along the S (opposite) direction whenever they are overlapping with the clus-
ter along the N direction [6]. From such considerations, we evince the following definitions for
forward and reverse message propagation rates, respectively.

Definition (Forward Message Propagation rate): the forward message propagation rate, when
a vehicle is communicating via V2V, is in the range [c, v

(+)
V2V]. In contrast, when a vehicle commu-

nicates via V2I, the forward message propagation rate is in the range [c, vV2I].

Definition (Reverse Message Propagation rate): the reverse message propagation rate, when
a vehicle communicates via V2V, is in the range [−c, v(−)

V2V], while for vehicles communicating via
V2I, the range of reverse message propagation rate is [−c, vV2I].

A message can be forwarded by vehicles traveling in an opposite direction respect to the message
propagation. In this case each vehicle is assumed to travel along the S direction at speed −c [m/s]
along with the message. When a connection between two consecutive vehicles traveling in the
S direction is available, the message will be propagated via V2V at a rate v(−)

V2V. Instead, when
no vehicle connection is available, a message will be forwarded to some clusters along the N
(opposite) direction, similarly to bridging technique in forward message propagation.
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5 V2X Algorithm
This Section illustrates the algorithm for protocol switching decisions in V2X. It is mainly based
on (i) the Infrastructure Connectivity (IC) parameter, which gives information if a vehicle is able to
connect to an RSU, and on (ii) the optimal path detection technique. The pseudo-code is depicted
in Algorithm 1. The algorithm accepts one input (i.e., the vehicle’s IC), and returns the actual
message propagation rate (i.e., {vV2V, vV2I}).

Let us assume a source vehicle A is communicating with other vehicles (relay) via V2V in a
sparsely connected neighborhood where the transmission range distance between two consecutive
vehicles is under the connectivity bound (i.e., x ≤ 125 m, [14]). The vehicle A is not inside a
wireless network (i.e., IC = 0). A destination vehicle B is driving far away from A, and other
vehicles (relay) are available to communicate each other. In such scenario, the proposed algorithm
should work according to two main tasks, such as (i) checking IC parameter, and (ii) tracking the
destination vehicle(s).

Every time a vehicle forwards a message it checks its IC value. When IC = 1, the vehicle cal-
culates the optimal path according to (3) in order to send the message directly to the selected RSU
via V2I. Otherwise the vehicle forwards the message to neighboring vehicles via V2V. Then, the
RSU knows the destination vehicle’s position (i.e., by A-GPS). If the destination vehicle is travel-
ing within the RSU’s wireless coverage, the RSU will send the message directly to the destination
vehicle. Otherwise, the RSU will be simply forwarding the message to the RSU that is actually
managing the vehicle’s connectivity. Finally, the message will be received by the destination vehi-
cle.

6 Simulation Results
We present simulation results that verify the effectiveness of our approach as compared with tradi-
tional opportunistic networking scheme in VANET.

As a measure of performance, we calculate the average message displacement [m] in VANETs
via V2X. In each of the six states illustrated in Section 4, the message displacement is a function
of time, varying for different traffic scenarios, speed and network conditions (e.g., in state 1 the
message displacement is c · t).

We simulated a typical vehicular network scenario by the following events: (i) at t = 0 s a source
vehicle is traveling in the N direction and sends a message along on the same direction (state 1);
(ii) at t = 2 s the message is propagated multi-hop within a cluster in the N direction (state 2); (iii)
at t = 6 s a relay vehicle enters an RSU’s radio coverage, and the message is transmitted via V2I
to the RSU, until it will be received by other vehicles at t = 10 s (state 5).

We compared this scenario with traditional opportunistic networking technique in VANETs [6],
where the following events occur: (i) at t = 0 s a source vehicle traveling in the N direction sends
a message along on the same direction (state 1); (ii) at t = 4 s the message is forwarded to a
vehicle in the S direction (state 3); (iii) at t = 6 s the message propagates via multi-hop within a
cluster in the N direction (state 2). The transmission stops at t = 10 s. For comparative purposes,
in the simulation setup we posed parameters according to [6] and [15], including c = 20 m/s and
d = 500 m. Typical message size L = 300 bit, data rate transmission B = 10 Mbit/s (e.g., for
WiMax connectivity), and xr = 400 m have been assumed. The transmission rates in DSRC have

7



Input:
IC, Infrastructure Connectivity

Output:
vV2V, if a vehicle communicates via V2V
vV2I, if a vehicle communicates via V2I

while IC = 0 do
A vehicle is connected via V2V,← vV2V

end
else

if IC = 1 then
Optimal path detection,← vV2I or vV2V

end
end
if a vehicle communicates with an RSU via V2I then

the RSU tracks the destinations position,
if Destination vehicle is inside the actual RSUs coverage then

Direct link from RSU to B
else

The actual RSU will forward the message to next RSU.
end

end
end

Algorithm 1: Protocol switching decisions in V2X.

been assumed equal to 6 Mbit/s [1]. For each hop in a cluster (i.e., h = 5) we considered different
distances between couples of vehicles (i.e., 100, 75, 50, 40, and 30 m).

Figure 2 (left) depicts the maximum/minimum message propagation bounds for V2X protocol
in forward message propagation mode. We notice a strong increase in the message propagation
with respect to other forms of opportunistic networking: after t = 10 s, the message has been
propagating for approximately 30 km in V2X (Figure 2 (left)), while only 1.5 km in traditional
V2V (Figure 2 (right)). This is due to the protocol switching decision of V2X which exploits high
data rates from wireless network infrastructure, while V2V is limited to DSRC protocol.

Analogously, a message can be forwarded in reverse message propagation by vehicles traveling
in an opposite direction (Figure 3). In this case, the message propagation rates are in the range
[−c,−vV2I] and [−c, v(−)

V2V] [m/s], for V2X and traditional opportunistic networking scheme, re-
spectively. Again, while V2X assures high values for message displacement (i.e., at t = 10 s, a
message has been propagated up to around 70 km, as shown in Figure 3 (left)), traditional V2V
can achieve low values (i.e., at t = 10 s, messages have reached 1.3 km far away from the source
vehicle, as depicted in Figure 3 (right)). Small fluctuations of message displacement in forward
and reverse cases with V2X (i.e. 50, and 70 km) depend on traffic density, and RSUs’ positions.
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Figure 2: Forward message propagation with (left) V2X protocol, (right) traditional opportunistic
networking.
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Figure 3: Reverse message propagation with (left) V2X protocol, (right) traditional opportunistic
networking.

7 Conclusions
In this work we described a hybrid vehicular communication protocol V2X and the mechanism by
which a message can be propagated under this technique. V2X exploits both traditional V2V and
V2I techniques, through the use of fixed infrastructure (i.e. Road Side Units).

In this heterogeneous VANET scenario, we have characterized the upper and lower bounds
for message propagation rates. Simulation results —in terms of message displacement— have
shown how V2X protocol improves network performance, with respect to traditional opportunistic
networking technique applied in VANETs.

Future work will address to V2X complexity analysis (i.e. protocol switching decision delay),
and statistical distribution on message arrival rates.
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