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Abstract—An overview is presented on the types of problems encountered in semiconductor technology
development that are actively studied today via simulation methods. Most of the simulation examples
presented here are ones that have been explicitly used in actual industrial semiconductor device design
cycles to aid in the optimization of device structures. The examples described here include process
simulations, such as the diffusion of dopant atoms, oxidation, etching, deposition, and epitaxial growth,
as well as device simulations, which predict the flow of charge carriers and field distribution within a
semiconductor device, given its material structure and operating conditions. The main aim here is to
illustrate, by example, some of the capabilities of state-of-the-art simulators used in characterizing and
predicting semiconductor process and device-related phenomena. We will attempt to. outline the degree
of sophistication of the physics incorporated in such simulation programs, and provide some contrast to
the fundamental physics required for a complete physical description. As will be indicated, simulation
development necessarily involves molding the appropriate physical models and numerical algorithms into
a package that can be handled in a reasonabie length of time by modern computing systems. We briefly
outline some of the advances that have been made, and some concerns that remain, in such simulation
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development.

1. INTRODUCTION

In this article, we will present a number of pictorial
examples that demonstrate various uses of simulation
in semiconductor technology development. By means
of these examples, we will survey various capabilities
of simulators we have ourselves used on a regular
basis to aid in the development of advanced semi-
conductor devices. Our belief is that such examples
will quickly portray to the reader of this special issue
of Solid-State Electronics how the applied physical
theory often discussed here has been used for simu-
lation experiments within industry, as well as
academia.

To accomplish this task, yet limit the overview to
a reasonable length, we will need to de-emphasize the
details of any one physical model, as well as the
numerical solution techniques involved in the simu-
lation, and simply refer the reader to the appropriate
literature on that subject. Our intent is to give the
reader a strong feel for the wide range of problems
that can be solved with today’s simulators. This
work is meant to complement the expected detailed
discussion on physical models in the remainder of this
issue, which, due to the complicated physical behav-
jor involved, generally needs to be embodied in a
simulation program to extract quantitative predictive
results.

The simulation examples we will discuss here
involve predictions of process behavior related to the
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fabrication of semiconductor devices, such as the
diffusion of dopant atoms in crystalline materials,
oxidation, ion implantation, etching, and deposition
of thin films. Given the structure of a semiconductor
device via such process simulation, the resulting
device behavior can then be simulated by calculating
the transport of carriers and associated field distri-
butions due to applied, external fields. For both of
these cases, we will examine real problems that have
been studied at IBM during the course of semi-
conductor technology device development over the
past 15 years. Our author list reflects our intention to
gather a number of simulation examples that have
been used as active research tools and aids for
characterizing and predicting process and device
behavior of semiconductor products under develop-
ment.

To begin, we note that there are already a number
of review papers related to process and device simu-
lation[1-13], as well as books[14-21], and numerous
articles dealing with specific models and applications
involving semiconductor-related simulation pro-
grams. The field is still evolving, as more detailed
physics is incorporated into such programs, as more
powerful numerical algorithms are investigated, and
as the capabilities of computing systems continue to
improve. Our paper will present, by example, what
we believe to be a fairly up-to-date snapshot in time
of this evolving field of semiconductor-simulation
capability.
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However, we note here that our examples are
almost exclusively drawn from simulation programs
developed within IBM, such as FEDSS[22-24],
TRIM[25,26], FIELDAY(27-39], OYSTER[40-42},
and DAMOCLES[43-46], with an example on lith-
ography taken from the University of California at
Berkeley program, SAMPLE[47-52]. Our “survey”
then should not be regarded as a review on the details
of simulators in existence today, but rather as an
overview on the types of problems such simulators
are capable of handling, using IBM simulators for
illustration.

Nevertheless, the reader should be aware that a
number of other comprehensive simulation programs
are in existence today. Indeed, several universities
have created programs and released them for public
use, such as the device programs PISCES[53],
SEDANI54], HFIELDS[55-57], and MINIMOS
[58-61], and the process programs SUPREM [[62],
11[63], 111{64] and 1V[65-67]. Also, other development
groups in academia and industry have developed
their own set of simulation programs. Here we men-
tion, as a partial list, the programs PREDICT[68,69],
IMPACT{70], SMART-P[71], and COMPOSITE[72],
as well as the set of programs by AT&T and
TMA[73]. Each of these programs has certain advan-
tages over one another regarding specific physical
models, the precise mathematical equations solved,
the numerical algorithms used, and the pre- and
post-processing handling of data. (For specific com-
parisons between simulation programs, see such
yearly conference proceedings as NASECODE and
NUPAD, which often contain papers that emphasize
the dissemination of this type of information.)

The ountline of the remainder of our paper consists,
first of all, of a brief background in Section 2 on
modeling activities in semiconductor technologies.
Here, we will contrast various approaches that have
been used for simulation-related studies, and attempt
to convey what we mean by modeling in general.
Next, in Section 3, we will describe a brief history of
process simulation, and then move on to some
specific examples: namely, the construction of a
trench isolation region, the exposure and develop-
ment of a photoresist masking region, and the
formation of a BICMOS structure. Section 4 presents
a similar treatment on device behavior simulations.
Here, the described examples include: (1) the effect,
due to hot electrons, of accumulated charge trapped
in the oxide region of a MOSFET device, (2) leakage
current in a 3-D cell structure, (3) the “turn-on”
characteristics of the corner region of a MOSFET
device, (4) simulations of device behavior at room
and liquid nitrogen temperatures, and (5) a Monte
Carlo eleciron transport simulation of a MOSFET.
Section 5 then turns to the problem of handling the
large amount of data generated by these programs, as
well as the detailed data required as input to the
programs. Here we mention the emerging field of
scientific visualization, which is proving to be very
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heipful in analyzing the generated data, as well as
recent improvements in the geometrical modeling of
3-D structures, which is needed for characterizing
complicated device structures. Also, in this section
we note the importance of establishing an environ-
ment in which the different process and device
simulators, and their pre- and post-processing pro-
grams, interact with each other and use a common
data repository. Finally, Section 6 contains a few
concluding remarks.

2. BACKGROUND ON SIMULATION FOR
SEMICONDUCTOR RELATED PHENOMENA

2.A4. Level of physical detail in simulation programs

Our present understanding of the most fundamen-
tal microscopic physics involved in semiconductor-
related phenomena is generally considered to be quite
accurate. A quantum mechanical description of semi-
conductor phenomena usually starts with an appro-
priate “many-body” Hamiltonian. Aside from initial
conditions, this Hamiltonian is regarded as contain-
ing all of the required information for describing the
correlated motion of the electrons and nuclei in a
semiconductor material, while under the influence of
applied external fields, thermal radiation, and other
possible electromagnetic sources. In principle, this
information is sufficient for an accurate description of
all semiconductor phenomena that enter into semi-
conductor device fabrication and operation, whether
the physical process of concern is, for example, the
diffusion of dopant atoms, or the flow of electrons
and holes.

Nevertheless, despite what most people regard as a
highly accurate understanding of the microscopic
physics involved in semiconductor phenomena, con-
siderable limitations are imposed on us when at-
tempting to use this knowledge for predicting more
macroscopic physical behavior. Indeed, quantitative
descriptions of the complex, correlated motion of the
electrons and nuclei are generally quite intractable,
without introducing a large number of approxi-
mations. Here is where physical models enter: specifi-
cally, in order to make approximations, empirical
relationships (“laws™) and parameters must be
introduced. The domain over which these approxi-
mations hold, and the range over which the
empirical parameters have been measured, then con-
stitute the bulk of the basis for accurate physical
descriptions.

Speaking rather loosely, we may view most semi-
conductor related processes as consisting of the trans-
port of ions, electrons, and holes, as well as their
mixing behavior, such as occurs in chemical reactions,
and in the recombination and generation of electrons
and holes. In this way, we may group together much
of the following diverse phenomena, such as the
conduction of electrons and holes, ion implantation,
and the diffusion of dopant atoms within a crystalline
structure. Even the oxidation of, for example, silicon,
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can be similarly characterized, since it involves the
chemical reaction of oxygen combining with silicon,
and the transport of the chemical reactants and
products involved in this process.

Of course, in some semiconductor processes the act
of transport is of lesser importance than certain
chemical processes, as in the case of the exposure of
photoresist materials with light. Also, some problems
of interest only involve equilibrium conditions with-
out the flow of particles, as occurs in the stress
distribution in a semiconductor structure after oxide
has formed, or in the electron concentration and the
electrostatic potential distribution in a device when
no current is flowing.

Nevertheless, for our present discussion we can
use the calculation of transport-related properties to
indicate the types of computations, and the various
levels of physical approximations, that are typically
involved in describing semiconductor-related phenom-
ena. Indeed, let us be even more specific and briefly
survey numerical calculations that have been carried
out for one particular transport process. By doing
so, a clearer picture should form on what we mean
by different levels of physical approximations used
within the context of numerical simulation. The
difference between these approaches essentially lies in
the extent to which phenomenological models are
incorporated within the calculations.

Although essentially any example will do, let us
consider here the case of diffusion of dopant atoms
in silicon. We choose this example partly because
similar information on other examples, such as
electron transport, appears to be more widely
known, and partly because diffusion is, indeed, a very
important part of semiconductor device fabrication.
We emphasize, however, that the general scenario of
physical descriptions discussed below for diffusion
also holds, more or less, for the other relevant
semiconductor phenomena of interest, such as elec-
tron transport and ion implantation. Indeed, many
different levels of physical accuracy are presently
pursued by various researchers attempting to describe
and understand the observed behavior of these
physical processes. (This point will again be noted
in Section 4.A when discussing carrier flow in semi-
conductors.)

The diffusion of impurities in silicon has received
considerable attention during the past 30 years or so,
due to its technological importance in fabricating
silicon-based integrated circuits. The underlying
physics is quite complicated, since diffusion necess-
arily involves the role of defects in the crystalline
structure. Consequently, the overall behavior includes
the collective interactions of the silicon and dopant
atoms, whereby each atom is influenced by the
others. In turn, the electronic charge configuration is
modified by, and alsc modifies, the atomic motion.

Some very fundamental computations have been
carried out that identify the important mechanisms
involved in diffusion processes within silicon. Using
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first-principles quantum mechanical calculations
involving pseudopotentials[74] and a local-density-
functional approximation[75), the total energy has
been calculated for different configurations of core
electrons and nuclei. Assuming a particular quasi-
static change in position of these nuclei, then the total
change in energy of the configuration of particles
can be found for the particular “path of diffusion”
chosen. Detailed calculations were first reported in
Refs [76] and [77], while more recent ones are found
in Ref. [78].

Calculations such as these are quite interesting and
have helped to shed considerable light on mechanisms
of diffusion, such as the role played by interstitials
and vacancies in diffusion processes{78,79], as well as
other possible contributing mechanisms[80]. Never-
theless, such computations are still quite far from
actually simulating the process of diffusion. More
specifically, what we mean here is the capability to
calculate the distribution of dopant atoms within
siicon at any particular time, and for a variety of
physically imposed conditions, such as temperature
and initial distribution of dopant impurities.

In order to address this problem, approximations
presently need to be made in the physical description
of the problem, with empirical relationships and
parameters included in the calculations. To obtain
time-dependent dynamical properties for the distri-
bution of dopant atoms, “molecular dynamics” calcu-
lations[81] have been carried out in such exploratory
work as Refs [82] and (83]. Here, the trajectory of the
atoms are treated classically, with semi-empirically
based interaction potentials between particles. These
calculations have shed additional light on the mech-
anisms of diffusion, such as the dynamical behavior
of “jump events” as atoms move through a crystal
lattice[84]. Also, this method has provided a classical
calculation for atomic relaxation and relaxation ener-
gies[85]. Nevertheless, such a simulation approach is
still too computationally intensive to give results for
use in device fabrication simulation.

Here, we will briefly mention a few other ap-
proaches that have been used to simplify the problem
still further before turning to the method presently
used, nearly to the exclusion of all other methods, by
semiconductor device technologists. An interesting
Langevin equation approach can be found in Ref. [86]
for studying the Brownian diffusion of interstitials in
a lattice. More widely pursued simulation methods,
with alternative, and additional, physical approxi-
mations, involve iopping models[87-91]. These com-
putations generally treat the atoms in a crystal as
lying at only specific locations in the lattice, and then
describe their motion as a random walk of vacancies
and interstitials. Still, despite the simplifying assump-
tions in this approach, such simulations demand large
computational resources, as well as requiring a more
accurate characterization than presently exists for the
empirical parameters involved in the random walk
description.
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Consequently, the method most widely used by
semiconductor technologists for diffusion process
simulation directly entails the numerical solution of
a macroscopic equation, i.e. the diffusion equation,
which contains empirically based diffusion co-
efficients. More sophisticated treatments tie together
the diffusion of impurities with the diffusion of point
defects, by solving a set of coupled partial differential
equations[67,92-94] for dopant atoms and point
defects. The empirical coefficients here include the
diffusion coefficients for each diffusing species and the
generation and recombination rates for point defects.

Thus, we see a wide range of approaches to calcu-
lating characteristic properties for the single process
of diffusion of dopant atoms in a crystalline structure.
These approaches do not all yield the same infor-
mation for the diffusion process. Indeed, the first-
principles, total-energy-calculation approach yields
values for parameters that might be used within a
diffusion-equation-solving program, which in turn
would be used to predict actual changes in concen-
tration of dopant atoms within a crystalline material.

A major thrust for improving the state-of-the-art
simulation of semiconductor-related phenomena is
the investigation of how the different simulation
approaches properly relate to each other: specifically,
under what conditions does one approach become
invalid or require modification and, at the other
extreme, under what conditions does the extra detail
of more first-principles calculations become largely
unnecessary?

As emphasized earlier, the situation we have de-
scribed for simulating the diffusion of dopant atoms
in a crystal is very similar to the situation that exists
for simulating other semiconductor-related processes,
such as ion implantation and the flow of electrons
and holes. More specifically, what we mean here is
that just as many different levels of physical descrip-
tion are actively being pursued via computational
means for studying the diffusion of dopant atoms, so
also one can find many levels of physical accuracy
that have been investigated via simulation-related
methods for the other processes just mentioned. A
major dividing line in these computations is the
degree to which quantum mechanical effects need to
be taken into account in the simulation, and to what
extent only classical effects, or semi-classical ones, are
adequate. In general, the complexity of computer
programs increases as more detailed quantum mech-
anical effects are taken into account. Of course, as
conventional FET and BJT semiconductor devices
become smaller, more accurate accounts of quantum
mechanical effects become increasingly essential. In-
deed, for such novel device structures as described in
Ref. [95], quantum mechanical principles are already
an essential part of their operation.

Finally, we should note that at whatever level of
physical sophistication that is used for a simulation,
there exists a wide range of sophistication for the
numerical methods by which the computational
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algorithm can be constructed. Indeed, enormous
effort is required in creating algorithms that are as
computationally robust and efficient as possible, so as
to produce results that numerically converge over a
wide range of initial conditions, and yield answers
in reasonable amounts of time. The complexity of
appropriate numerical algorithms, as well as the ever
present limitations imposed by computer resources
(i.e. memory and speed), constitute two of the
major constraints for obtaining accurate physical
descriptions in advanced semiconductor process and
device simulation programs.

2.B. Criteria for successful simulation development

Having briefly outlined the different levels of physi-
cal detail that one can expect to find in different
simulation programs, we will now turn to mention
some of the key points that enable successful simu-
lation development within a semiconductor device
technology environment. Indeed, over the last
decade, improved process and device simulation
capability has become increasingly important in the
design and development of complex integrated cir-
cuits. This increased importance has been primarily
due to the growing complexity of semiconductor
fabrication processes, ever shrinking device dimen-
sions, and the need to reduce to competitive levels the
time and cost associated with VLSI and ULSI design
and development.

With the rapid progress in the IC technology,
maintaining an advanced and effective simulation
capability requires a sustained commitment of
resources. There are three main areas that need to
be addressed in the development of state-of-the-art
simulation: namely, physical model development,
software development, and experimental verification.

Indeed, advanced multidimensional process and
device simulation calls for models that are compre-
hensive and physically based. However, this task is
usually difficult to achieve, since the physics of many
of the processes of interest is quite complicated. In
such cases, an alternative is to use empirically based
macroscopic models, as discussed in the previous
section, with parameters chosen that are related
either to experiment, or else to computations that
have been carried out with more first-principle micro-
scopic calculations. Such models, while limited in
scope, are attractive because they are less compu-
tationally intensive than first-principle models.
Presently, both complex and computationally inten-
sive first-principle models, as well as simple and
empirically based models, play important roles in the
simulation of semiconductor related phenomena.

The degree of model complexity forces the simu-
lation algorithms and associated software to be
complex. At the same time, advanced software
development calls for programs that are numerically
robust, modular in nature, optimized in their ex-
ecution, and easy to learn and use. Particularly from
the users’ point of view, this latter criteria is one of
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the most desirable features that can greatly influence
the extent to which a program is used for various
applications. As part of this focus, much attention
has to be given to pre- and post-processors, data
storage and retrieval, and other components that are
needed for a complete simulation system.

Finally, a strong experimentation and characteriz-
ation program is vital to successful process and device
model development and verification. Clearly, the
predictive capability of any model is a strong function
of its foundation in reliable data. Both data generated
by modeling experiments as well as technology
development efforts need to be considered. From the
practical point of view, such data should be readily
available, and in a format compatible with each
other. An ideal solution is to have a computer-based
system where a variety of data and information can
be collected and stored in a systematic fashion, and
at any point accessed and used with great ease. As an
example, a system called BEST[96] has been im-
plemented at IBM and is aiding in both technology
as well as process model development and verification
efforts. Through this system, data and pertinent
information is readily stored and retrieved, and there
are also options for their processing and analysis.

The realization of better physical models greatly
depends on accurate knowledge of materials and
process parameters. The limitations in direct
measurement methods for determination of some key
parameters is one of the challenges that need to be
addressed. For example, measurement techniques for
dopant profiling have led to a better understanding
and development of models for diffusion and ion
implantation. However, all currently used techniques
are capable of only measuring 1-D profiles. Neverthe-
less, there have been recent reports[97,98] that seem
promising for quantitative determination of 2-D and
3-D profiles. Such techniques may greatly aid in the
development of multidimensional models for ion
implantation and diffusion, which will then provide
higher accuracy in predicting device structures and
their material properties. Using this information in
device simulation programs will then yield more
accurate predictions for device behavior.

3. SIMULATION OF PROCESSES FOR FABRICATION
OF SEMICONDUCTOR DEVICES

Here we will first present a brief history on the
progress that has been made in simulating semicon-
ductor device fabrication processes, and then indicate
some of the key processes that need to be simulated
in order to accurately describe device structures.
Finally, we will turn to three advanced process
simulation examples.

3.A. Brief history of process simulation

The origins of process simulation can be traced to
the 1960s. During this period some of the basic
process models were developed that in later years

were implemented and expanded upon for process
simulation. Examples of such early work can be
found in Refs [99-104]. These references include work
related to modeling of thermal oxidation by the
linear-parabolic model[99], ion implantation by the
Lindhard—Scharff~Schiott (LSS) theory[100], and
dopant diffusion[101-104]. In the area of diffusion,
such effects as the built-in electric field[101], segre-
gation during thermal oxidation[102-103], and
interactions in multiple-dopant diffusion[104] were
corsidered.

In the 1970s, as in the decade before, the evolution
of process simulation was primarily driven by techno-
logical needs. Models for processes of interest were
extended and refined. In the area of ion implantation,
the LSS theory became widely used for describing
the ion range distributions in various materials.
According to this theory, an ion implant profile
may be described to first order by a Gaussian distri-
bution. Range statistics for a variety of ion and target
combinations were determined and made avail-
able[105,106]. In the area of diffusion, some of the
progress dealt with dopant diffusion under extrinsic
conditions. Examples of models reported for
arsenic, boron, and phosphorus are provided in
Refs [107-109] respectively.

With the trend toward smaller devices and more
complex processes, a strong need developed to ac-
count for what had originally been second-order
effects within certain processes. Early models relied
primarily on analytical equations, which became in-
adequate under more complex circumstances. Conse-
quently, numerically based models were necessary for
general applicability. The computer implementation
of such models led to the development of process
simulation programs containing models for a variety
of processes. With the introduction of the 1-D simu-
lator SUPREM 1{62] in 1977, followed by enhanced
versions I1[63] and III{64], the concept of a general
purpose process simulator for modeling of semi-
conductor fabrication steps was established.

Over the last decade, as the shrinking of device
dimensions has continued, 2-D process simulation
has become a necessity. The origins of 2-D process
simulation may be traced to some of the work that
was conducted in the 1960s for the analysis of lateral
diffusion effects[110,111]. This work represented early
attempts at modeling dopant redistribution in 2-D,
and led to a better understanding of lateral diffusion
near a mask opening for constant-source and instan-
taneous-source diffusing conditions. While such early
2-D process simulators were relatively simple pro-
grams and dealt with only one type of process, they
paved the way for modern 2-D process simulation
programs.

In the early 1980s, a number of 2-D process
simulators were reported[22,112,113]. These simula-
tors primarily focused on modeling of ion implan-
tation, diffusion, and oxidation, and contained fairly
basic capabilities for other processes. There were also
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some efforts in simulating lithography, etching, and
deposition types of processes[47,48]. More recently,
there has been an increasing demand for simulators
that provide the capability of modeling in a compre-
hensive manner as many semiconductor processes as
possible. This goal can either be achieved by incor-
porating new features in a simulator, or by estab-
lishing links between simulators with different
capabilitiecs. An example where a combination of
these two options has been adopted is with the
process simulator FEDSS[22]. In this case, as the
models for ion implantation, diffusion, and oxidation
were further developed[23,24], more realistic models
for etching and deposition have been added. More-
over, a link has been established with the SAMPLE
program{47-52] for lithography simulation. Since
SAMPLE also contains models for a variety of
etching and deposition processes, these additional
models may now be accessed from FEDSS.

3.B. Essential phenomena needed to be described

3.B.1. Ion implantation. Ton implantation is the
principal technique for controlled doping of semi-
conductor devices. For submicron VLSI tech-
nologies, where low “thermal budgets™ are required
to minimize profile broadening by diffusion, correct
prediction of ion implanted profiles has become
crucial. Analytical models based on a Gaussian or
other distribution functions may be used for simu-
lation of ion-implanted profiles. For example, in
FEDSS, models based on Gaussian, joined half-
Gaussian, and Pearson IV distributions are available
for simulation of any element into silicon or into
films such as oxide or nitride on silicon. A Gaussian
distribution may be used to account for the lateral
scattering effects. Specific models for As, P, and B are
available. For all cases, angled implants and irregular
surface geometries, including undercuts, are allowed.

In addition to analytic implant models, Monte
Carlo programs exist for accurately simulating the
implantation of ions into semiconductor materials.
For example, the TRIM Monte Carlo ion implan-
tation program[25,26] is used within the FEDSS
process simulator for 1-D and 2-D implantation
in multilayered structures. Such a capability can
greatly aid in the understanding of ion implantation
(especially lateral scattering in 2-D) and can be
used to generate new and improved parameters for
analytic models, or to extend their range. Another
powerful Monte Carlo program for ion implantation
in solids is MARLOWEJ[114,115]. A desirable feature
of MARLOWE is its capability of treating crystalline
materials, rather than simply assuming the semi-
conductor material to be amorphous. Consequently,
this program can simulate the channeling of dopant
atoms in crystalline materials.

3.B.2. Diffusion. Correct modeling of dopant
diffusion is one of the key elements in process
simulation for VLSI. Point defects are responsible
for most nonequilibrium effects in diffusion, and a

complete diffusion model must be able to account for
defect—dopant interactions. Presently, most process
simulators model diffusion by a numerical solution of
the diffusion equation for dopants, and incorporate
nonlinear effects through use of a concentration-
dependent dopant diffusivity relationship. Nonequi-
librium effects, typically due to thin film/substrate
interfacial reactions, are incorporated via boundary
conditions. The examples we show later, involving
the diffusion of dopant atoms, were obtained via this
means with FEDSS.

To directly account for the influence of point
defects, the relation for dopant diffusivity may be
defined with terms that are dependent on the local
concentration of point defects. These in turn can be
obtained from the solution of diffusion equations for
defects. This approach may be useful for modeling
such effects as 2-D oxidation enhanced diffusion of
dopants by supersaturation of silicon interstitials[67]
(see Ref. [116] for a review on the diffusion of
impurities in silicon). Some recent reports also
present alternative models with improved degrees of
generality in terms of an explicit accounting for the
interactions of dopants with point defects[92-94].
The most general form requires the simultaneous
solution of a set of nonlinear coupled differential
equations for dopants and defects, where the point
defect distributions are explicitly calculated. This
approach is under development for extensions
to FEDSS. Such a simulator will be applicable for
modeling a variety of explicit point-defect mediated
diffusion effects, such as oxidation enhanced diffusion
and nitridation-retarded diffusion. The simulation of
rapid thermal annealing (RTA) processes will also
require, at the very least, such a formulation, since
the short times and high temperatures associated
with RTA constitute a highly nonequilibrium state
where impurity and point defect “reactions” tend to
dominate “diffusion.”

3.B.3. Oxidation. Historically, modeling of thermal
oxidation of silicon has been based upon the well-
known linear-parabolic growth model due to Deal
and Grove in 1965[99]. This model is inaccurate in the
“very thin” oxide regime (i.e. oxides less than about
20nm thick). Since this regime has become very
important in present day technology, many models
have been proposed to account for the growth of thin
oxides. In FEDSS, we have chosen two models
for the thin-oxide regime: one is an “extension” by
J. Slinkman and C. Schaeffer of the work by Deal and
Grove that accounts for stress[117], while the other is
due to Hufl18].

The problem of modeling oxidation is com-
pounded considerably in 2-D, where one can no
longer ignore the mechanical behavior of the growing
oxide. Specifically, oxide is known to exhibit fluid
flow at process temperatures, but there is currently no
consensus as to whether it is viscous, viscoelastic, or
even plastic flow[119]. The examples we present
shortly are results of FEDSS simulations where the



The use of simulation in semiconductor technology development 597

following models are invoked: the “extended”
Deal-Grove growth model[117] and the viscous flow
model of Ref. [120] that was modified in Ref. [24].
The oxidation of both silicon and polysilicon are
simulated and there is some capability for (empirical)
“oxinitridation.”

3.B.4. Etching and deposition. The complex nature
of material etching and deposition processes has
limited the development of physically based models
for such processes. Consequently, many simulators,
such as FEDSS, include user-defined models for
material removal and addition. Presently FEDSS also
has a basic etch model that is material-selective and
etch-rate sensitive, as well as models for isotropic and
anisotropic deposition.

3.C. Trench process simulation

Now let us turn to the first of our examples of
semiconductor process related simulations. As will be
seen, the example we have chosen involves a large
number of process steps (i.e. N 2 50). Moreover, the
structure described here represents a technologically
important component in the advanced CMOS
development of high density DRAMs: namely, the
creation of trench structures in silicon[121,122].
Filling these trenches with highly doped polysilicon
enables them to be used as storage-capacitor nodes
(also see Section 4.C), while an oxide fill provides
space conserving isolation regions to be formed
between adjacent semiconductor devices (also sce
Section 4.D).

One of the difficulties involved with fabricating
these trench structures is that stress-induced dislo-
cations can form around the trenches. These defects
can cause poor device performance, or possibly even
an inoperable device. Such dislocations often arise
during thermal oxidation, since volume expansion
from the reaction at the oxide-silicon interface can
create large pressures around the trench structure.
To fully understand and prevent such dislocations
requires costly and time consuming experimentation.
Simulation, as a complementary tool, can greatly aid
in reducing the required experimental efforts. An
accurate simulation will pinpoint the regions of high
stress, as well as enabling the technologist to perform
simulation experiments of alternative process steps
that might reduce, or even eliminate, these effects.

Indeed, using a comprehensive process simulation
program, one can simulate a fairly complex structure
and analyze stresses that may arise during thermal
oxidation, as is shown in the following example. This
simulation was carried out using FEDSS. Figure 1(a)
shows the mesh generated for a structure of interest
that was subsequently used to form a semi-recessed
oxide (SROX) region. The structure in Fig. 1(a)
consists of a trench formed in silicon, which was first
covered by a triple layer of insulators, then filled with
polysilicon, and finally covered, as shown, by pad
nitride. Figure 1(b) illustrates the simulated structure
after oxidation. Here, the computational algorithm

used for simulating the oxidation growth required
automatic mesh generation capability[23,24]. A cor-
responding SEM picture for the actual processed
structure is shown in Fig. 1(c). The shape of the
simulated SROX compares well with the SEM
cross section. Based on simulation, the total SROX
thickness is 0.59 um, the lateral “bird’s beak”
structure is 0.45 um, the distance of the pad nitride
wrapage is 0.26 yum, and the oxide thickness on
silicon is 0.45 pm. These results are in good agree-
ment with the corresponding values of 0.57, 0.45,
0.24, and 044 um from the SEM measurement in
Fig. 1(c). For the structure in Fig. 1(b), a stress
distribution can be calculated. For illustrative pur-
poses, the hydrostatic pressure as calculated by
FEDSS is shown in Fig. 1(d) (shear stress com-
ponents are not shown). The bright green region in
the nitride corresponds to high compressive stresses
due to the growing oxide. In the vertical bird’s beak
region, we see that a tensile (bright red) hydrostatic
pressure is predominent in the growing oxide due to
the oxide volume expansion. However, we note that
shear forces can contribute significantly as the oxide
flows in this constricted volume region of the bird’s
beak. The FEDSS simulation predicts high com-
pressive stresses on the surrounding silicon and
polysilicon regions. These stresses can contribute to
the formation of dislocations in the silicon, which are
observed under certain process conditions.

Figures 1(e)—(g) illustrate how a 3-D analysis can
be carried out for the previous structure. Figure 1(e)
shows the mesh of Fig. 1(a) extruded into the third
dimension, with some of the pad nitride layer cut
away on the sides. Thus, Fig. 1(a) represents the cross
section along points A — B in Fig. 1(e). Taking the
cross section along points C—»D—E, a different
oxide growth structure and stress distribution can be
examined. Figure 1(f) shows the oxide growth, plus
a blowup of the bird’s beak on the left-hand side
of the trench. The triple layer of oxide-nitride—oxide
is visible in the blowup. Figure 1(g) shows the
associated hydrostatic pressure plot.

3.D. Lithography simulation

Our second process simulation example deals with
lithography. Since the wavelength of visible light is
comparable to device dimensions for submicron
device structures, then for conventional photoresist
exposure methods, the image obtained from a litho-
graphic mask will not match the intended masking
design. Moreover, other complicating factors often
arise due to topographical variations in the photo-
resist and in the structures underneath the photo-
resist. Developing the photoresist introduces another
factor that typically offsets the final shape from the
intended shape, as well as giving the edge of the
photoresist a nonvertical profile.

In order to obtain accurate process simulation
capabilities, these factors need to be taken into
account since they govern the size and shape of the
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actual physical mask: namely, the final photoresist
structure. The developed photoresist “mask’ controls
the sections of underlying structures that are eventu-
ally oxidized, or subjected to ion implantation, or
other processes.

The simulation program SAMPLE [47-52] can be
used to predict developed photoresist shapes under
various conditions. Here we show an example ob-
tained by linking the SAMPLE and FEDSS simu-
lators together. As can be seen in Fig, 2(a), simulated
resist contours were obtained from SAMPLE that
corresponds to developments at 10s intervals. In
Fig. 2(b), these contours have been mapped and
reflected onto a structure of silicon, oxide, and
nitride, which in turn was generated from FEDSS.
The meshes associated with these structures are not
shown in this figure, but they are shown in Fig. 3.
Here, various other options within FEDSS are
illustrated for mapping the SAMPLE profiles onto a
FEDSS structure, such as positioning the two pieces
together, or perhaps extending, or truncating, the end
points of the photoresist structure. Control over the
generated mesh within the photoresist region, as well
as the other regions, is, of course, essential in obtain-
ing accurate simulation results for subsequent process
steps.

3.E. BiCMOS structure

Our third process simulation example consists
of the construction of a field-effect transistor and a
bipolar junction transistor that are placed in close
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Fig. 2. Example of FEDSS-SAMPLE lithography simu-

lation. (a) Simulated resist contours from SAMPLE after

development at 10-second intervals. (b) Mapped and

reflected SAMPLE resist contours on a silicon, oxide and
nitride structure generated by FEDSS.

proximity to each other. The inherent complexity
associated with the development of the fabrication
process for a structure, such as this one, stems in part
from the myriad independent parameters involved
in each process step. Moreover, fabrication is
compounded by the inadequacy of experimental
methods to properly characterize impurity distri-
butions in 2 and 3 dimensions. Carefully planned
experiments, even when based on statistical
arguments, cannot hope to economically provide a
complete characterization of device performance as a
function of all possible process variations. Simulation
can be a very effective complement to experimental
work, particularly in the examination of very
localized phenomena. Figures 4(a) and (b), for
example, depict the results of a partial sequence of
simulated process steps that define a local cross
section of a typical BICMOS device structure. The
simulated structure shown was constructed using the
FEDSS process simulation program.

The initial process simulation step consisted of the
growth of an epitaxial layer on a substrate of bare
silicon. Implantation of a subcollector then followed.
This region is clearly visible as the large red cloud in
Fig. 4. An alignment signature was preserved at the
appropriate point in the process by exposing the
structure to a furnace anneal in an oxidizing ambient.
These oxidation steps were accomplished as follows:
first, a pad oxide growth was simulated, then a pad
nitride deposition, and finally a furnace anneal in the
appropriate ambient conditions. For this last step,
parameters such as ambient gas (wet or dry O,),
ambient pressure, HCI content, gas flow rates, time,
and temperature, were specified to characterize the
process.

Several features of the resulting SROX structures
are noteworthy that are predicted by the simulation.
For example, a noticeable slope exists between points
A and B in Fig. 4. This effect is due to the earlier
subcollector oxidation process, which initially caused
a slight topographical variation. The close-up of
Fig. 4(b) highlights this phenomenon as well as
providing a more detailed view of the MOSFET.

A sequence of ion-implantation steps was simu-
lated. The purpose of these steps was to optimize
device performance by (1) achieving a low-resistance
collector contact, (2) tailoring the FET threshold
voltage, and (3) creating lightly-doped source (LDS)
and drain (LDD) structures, with halos. Most of the
implants were done through oxide layers—sacrificial,
gate, or base, as appropriate. The impurity source for
the emitter region of the BJT was prepared by first
depositing, and then doping, a layer of polysilicon.

Although only a few features of the BiCMOS
structure have been highlighted here, this process
simulation contains well over 100 distinct process
steps that are necessary to accurately characterize the
state-of-the-art BICMOS device structure. Conse-
quently, upon coupling this structure with a device
simulation program, enough detail exists within the



Fig. 1. (a) FEDSS mesh for a structure consisting of a trench formed in silicon, covered by a triple layer
of insulators, and filled with polysilicon. The top surface is partially covered by pad nitride. (b) FEDSS
mesh for the structure shown in Fig. 1(a) after thermal oxidation to form a semi-recessed oxide region.
(c) SEM picture for actual semi-recessed oxide region simulated in Fig. 1(b). (d) Simulated hydrostatic
pressure distributions in the semi-recessed oxide region at the end of oxidation. High compressive (green)
hydrostatic pressure exists in the nitride pad region on top of the lateral bird’s beak area, and high tensile
(red) hydrostatic pressure exists around the vertical bird’s beak region. The maximum compressive and
tensile regions are approximately 10° dynes/cm®. These quantities are shown here on a logarithm scale,
with 64 separate contours. (¢) Here, the 2-D mesh in Fig. 1(a) was extruded into the third dimension, with
some of the pad nitride cut away. (f) The top part represents the cross section indicated by points
C—D-E in Fig. 1(e) after growing oxide for 10 min. The bottom part shows a blowup of the area
of interest. (g) The hydrostatic pressure distribution for the bottom part of Fig. I(f). (See overleaf for

Fig. 1(g))
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Specially Implanted
Regions to

Control
Leakage/Latchup

Fig. 3. Example of FEDSS-SAMPLE mapping options. (a) A mapped, reflected, and meshed structure.

(b) Translation of an isolated resist structure. (c) Periodic resist structure generated from translation.

(d) This unusual looking structure is shown here to indicate that the user can define his own structure,

and can also specify the mesh density in the photoresist structure. The mesh in the photoresist is

automatically matched up with the mesh in the semiconductor structure, thereby enabling subsequent
process calculations for the two regions.

Fig. 4. BICMOS cross section generated by FEDSS. (a) An n-MOSFET and a vertical npn BJT are shown.
(b) Blowup of the MOSFET to show the source and drain, which contain LDD and LDS/halo structures.

600



The use of simulation in semiconductor technology development

simulated structure to yield the following types of
device design information: (1) sensitivity analysis
of process ground rules, (2) leakage, (3) breakdown,
(4) latchup, and (5) general device performance.

4. SIMULATION OF SEMICONDUCTOR
DEVICE BEHAVIOR

Our treatment of semiconductor device behavior
simulation is similar to the outline of Section 3 on
process simulation. First Section 4.A contains
background on advances that have been made in
device simulation. Sections 4.B~4.G then turn to the
parts we mainly want to emphasize in this article:
namely, specific pictorial examples of simulations of
semiconductor device behavior.

4.4 Background on device simulation

Until fairly recently, advances made in the actual
simulation of conventional field-effect and bipolar
junction transistors have largely been confined to the
so-called drift-diffusion (DD) description of electron
transport. The equations embodying this description
for the flow of electrons and holes in a semiconductor
material are given for the 1-D case in Shockley’s
classic paper in 1949{123], and for the general 3-D
case in Shockley’s monograph[124] and Van Roos-
broeck’s article[125]), which were both published in
1950. Of course, clear discussions can be found in
more recent standard references, such as Refs {126}
and {127]. For a concise formulation of the initial DD
approach for studying device behavior, see Section 2
of Ref. [128]. Here, the DD relations for the current
densities, the current continuity equation, and
Poisson’s equation, are outlined for this “con-
ventional model”, as well as what Ref. [128] terms
“auxiliary relations” between the carrier densities and
their quasi-Fermi energies, and between the intrinsic
Fermi level and the electrostatic potential.

Significant developments leading to, and extend-
ing, this DD approach were made by Bardeen
and Shockley[129] for a dopant-dependent variable
energy bandgap, and Kroemer{130] for recognizing
that a position-dependent bandgap would affect the
flow of electrons and holes as though “quasi-electric”
fields were present. Other advances in accounting for
additional physical effects within a DD approach
have largely been concerned with heterostructures,
more accurate recombination—generation models,
Fermi-Dirac statistics for degenerate conditions,
some additional high-doping effects, attempts at
modeling changes in the effective local mobility
at material interfaces, and contact models.
Reference [14] describes how some of these effects
have been incorporated into a numerical simulation
scheme (also see, for example, Ref. [131] and refer-
ences cited therein). The physical models used in a
DD formulation are essentially phenomenological
ones, such as mobility and recombination—-generation
models.
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A substantial effort in DD simulation has
involved the numerical aspects. Indeed, since carrier
concentrations can typically vary by 10-20 orders of
magnitude or more in standard semiconductor
devices, then a simple linear or polynomial inter-
polation for discretization of the carrier densities is
quite impractical. Instead, the discretization scheme
that Scharfetter and Gummel proposed in 1969[132],
with some modifications and extensions[131,133], has
been the basic approach for simulators today. Even
with this scheme, some regions of a device require a
very fine discretization, such as in the channel region
of an FET, where the carrier density changes dramati-
cally within just 20 nm across the depth of channel.

Apparently the first suggested numerical scheme
for solving the DD equations was made by Gummel
in 1964{134] for a 1-D analysis of a bipolar transistor.
Two-dimensional simulations were developed in the
late 60s and early 70s[135-141]. As smaller devices
have been made, geometry effects have become in-
creasingly important, thereby necessitating the need
for 3-D simulators. Development of such programs
were first reported in the early 80s[29,142-143]. (For
specific examples where 3-D simulation capability is
essential for accurate device characterization of
present day technology, see Sections 4.C and 4.D.)

The DD simulation approach. has been the
main tool for practical device engineering types of
application. Indeed, nearly all of industry presently
uses the DD method for device analysis of conven-
tional FET and BJT structures. Even for MOSFET
device structures with submicron channel lengths of
0.5-1.0 um, the DD method can yield satisfactory
analysis of many aspects of device behavior, such
as the source-to-drain current as a function of
applied biases, and estimates of leakage currents.
For typical simulation examples of devices of
these sizes, improvements beyond the DD method
are not usually the most significant factor for
obtaining sensibly accurate simulation results.
Instead, other critical factors exist, such as a close
characterization of doping profiles and of material
interface properties.

Nevertheless, the physics embodied by the DD
approach is limited. Developing the next generation
of simulation capability demands considerable work.
Hence, we presently see the situation where the
literature contains numerous papers on the develop-
ment of simulation methods that are physically more
accurate than the DD method. Here, a major concern
is making these new programs numerically robust,
and in keeping the computational time down so as to
remain practical for multiple simulation runs of
semiconductor devices. Undoubtedly, as device sizes
continue to shrink, these methods will eventually
become essential for all of industry in general.

An improved physical description over the DD
method becomes increasingly critical as silicon based
device dimensions approach 0.25 ym, and smaller,
in order to account for effects such as velocity
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overshoot. Also, quasi-ballistic transport becomes
important for MOSFETs with channel lengths below
about 0.10 um. Indeed, even for much longer chan-
nel-length devices, an accurate description of the
energy and velocity distribution of electrons through-
out the device certainly requires more than just the
usual DD description coupled with the common
assumption of a drift-Maxwellian velocity distri-
bution. Detailed band-structure effects are required
to properly characterize the energy distribution of
carriers far away from the valleys and peaks in the
conduction and valence bands[43]. Moreover, high
electric fields can occur over fairly short distances in
even conventional MOSFETs with channel lengths of
1 um or more, as in the case when pinch-off con-
ditions occur. Indeed, a distance of 20 nm is not an
uncommon length for the width at half-maximum of
the peak of the electric field component along the
channel, just at the onset of pinch-off conditions.
Also, the average current flow usually curves away
from the Si/SiO, interface and then curves into the
heavily doped drain pocket (see the illustration in
Fig. Sa). Since the drain region in conventional
MOSFETs often has effective junction widths around
50 nm, or smaller, large electric fields can exist in
these regions that give rise to high energy carriers.
(See, for example, Fig. 20a, which gives the energy
distribution of electrons in a 0.35-um channel length
n-MOSFET. Here, much of the high-energy region of
the electrons lies along the edge of the drain pocket.)

Thus, even for a MOSFET with a channel length
of 1 um or more, we can expect that there will be
small, but critical, regions within the device in which
the electron distribution will be altered from a simple
drifted-Maxwellian velocity form. Within these
regions, highly energetic carriers can result in carrier
transport up into the gate oxide, or cause a sufficient
number of impact ionization events to yield signifi-
cant substrate current. As discussed by Barker[144],
we expect that the full Boltzmann transport equation
is necessary for accurate descriptions of the complete
behavior of submicron devices (i.e. the accurate cal-
culation of quantities like gate and substrate currents
for MOSFETs and the calculation of general device
behavior during fast switching conditions), and that
even the Boltzmann equation may not be fully satis-
factory for device scales below 0.25 pm.

Of course, most macroscopic device properties can
certainly still be simulated with the DD method, or
by modifications of this method, without necessarily
solving the full Boltzmann equation. Parameterized
phenomenological models, such as the mobility
model[145~152], enable some shortcuts to be made.
However, the details of the energy distribution, and
even the precise carrier density (e.g. including an
energy balance equation alters the calculated carrier
density[57)), are simply not available without more
sophisticated treatments.

In what follows, we outline some of the research to
date on methods that go beyond the DD approach,
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in order to provide a flavor for the motivations,
concerns, and focus in such activities today. Most
work on improving the physical description for con-
ventional device simulation has centered on the
Boltzmann transport equation, which represents a
semiclassical description of carrier transport. Quan-
tum mechanical effects enter via the effective masses
of the carriers, which depend on the carrier momen-
tum, and via the scattering mechanisms. Otherwise,
the carriers are treated within this description as
classical charged particles following Newton’s
equation of motion.

In 1962, Stratton[153] made a significant contri-
bution toward a better physical description of carrier
transport, as well as an improved understanding of
the relationship between the DD description and the
more accurate Boltzmann equation description.
Bleekjer[154] improved the theory further in 1970
and helped point the way toward what is now often
referred to as the “hydrodynamical model” for
carrier transport. This method involves multiplying
the Boltzmann equation by successive powers of
components of the velocity vector, and then calcu-
lating expectation values for all terms so as to yield
relationships between moments of the velocity com-
ponents. The resulting equations are essentially the
Euler equations, as described in, for example,
Refs [155] and [156]. The full set of velocity moments
yields the complete electron velocity distribution.
Dealing only with moments up to the second power,
as presently done in most hydrodynamical models,
means that approximations need to be made to
produce phenomenological models for the remaining
higher-order moments in the transport equations.

Cook and Frey[157] showed a clear set of assump-
tions that relate the DD approach to the Boltzmann
equation. Further significant work on the hydro-
dynamical model can be found in Refs [158-165],
with much of the attention focusing on improved
numerical discretization schemes for handling the
additional higher-moment terms.

Besides work on the hydrodynamical model, much
has been accomplished by researchers on solving the
full Boltzmann transport equation for device struc-
tures of interest. The main numerical approaches
have been iterative and Monte Carlo methods. Refer-
ences [166-168] review numerical and analytical work
on the Boltzmann equation up until the early 1980s.
Since that time, the Monte Carlo method has clearly
been the dominant focus in research activity. Refer-
ences [169—171] review this method.

The Monte Carlo method for solving the Boltz-
mann equation is similar to the molecular dynamics
approach[81] described in the discussion on diffusion
in Section 2.A. More specifically, however, the trajec-
tories of electrons and holes are followed in space
while under the influence of applied electric fields.
Probabilities are calculated for scattering events due
to phonons, carrier—carrier interactions, ionized and
neutral impurities, and surface scattering at interfaces
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between the different types of materials. These scat-
tering events are treated as introducing instantaneous
changes in the carrier trajectories. Impact ionization
and the recombination—generation of electrons and
holes can also be taken into account in a probabilistic
manner. By summing over a large number of
carrier trajectories, statistical results can be obtained
that describe the energy and momentum distribution
of carriers at each point in space within a device
structure.

Fairly recently, the Monte Carlo simulation pro-
gram called DAMOCLES was developed by M.
Fischetti and S. Laux. For a detailed description
of the physics embodied in this program, as well
as new results for submicron device behavior, see
Refs [43-46]. The program DAMOCLES has been
used to simulate the behavior of 2-D device structures
including both FETs and BJTs. Besides conventional
silicon based devices, DAMOCLES can handle some
heterostructure devices. Significant features of this
program are that carrier—carrier interactions are
taken into account, and Poisson’s equation is solved
self-consistently with the Monte Carlo part of the
program. This program significantly advances the
state-of-the-art in device modeling because it incor-
porates a full band structure for the carriers, along
with statistical enhancement features for aiding the
calculation of statistically rare events. Consequently,
the program can simulate the behavior of carriers
that are sufficiently energetic to lie far from the
minimum and maximum in the first conduction and
valence bands, as well as carriers that lie within
higher-order energy bands. These regions are typi-
cally the important ones for giving rise to interesting
hot-electron effects, as exhibited by gate and sub-
strate currents in MOSFETs. Section 4.G describes
an example of a simulation of a MOSFET using
DAMOCLES.

Although much of the present interest in such
Monte Carlo simulations lies with investigating the
full behavior predicted by Boltzmann’s transport
equation, considerable interest also exists in reducing
the enormous CPU times required by this method.
Here we mention Refs [172] and [173], as well as a
number of references cited in Ref. [173] that have
explored more approximate, but faster, variations on
the strict Monte Carlo approach.

Finally, we want to mention here the significant
work that has been done by a large number of
researchers on yet further improvements in the
physical descriptions of charge-carrier transport in
semiconductors than is provided by the semiclassical
Boltzmann transport equation. For example, ad-
vances have been made in describing quantum-size
effects, such as occur in the inversion and accumu-
lation layers at semiconductor—insulator interfaces,
heterojunctions, and quantum wells. Such problems
have been treated in various simulation work by
taking the one-clectron Schrédinger equation into
account[174]. Quantum interference effects and other
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related topics of interest are discussed by Datta in
Ref. [175]). Finally, significant work has been done
involving quantum transport theory; Refs [176] and
[177] contain reviews of this field. A recent example
of simulation results involving quantum transport
theory, which was applied to different materials, is
reported by Brunetti er al. in Ref. [178]. For an
elementary introduction to computer simulation
of quantum transport and tunneling, see Barker’s
discussion in Ref. [179].

Thus, as discussed in Section 2.A, many levels of
physical accuracy are presently being researched for
simulation-related work on carrier transport. We
now turn to examples of simulation that we have used
in our own work involving conventional FET and
BJT device structures. Consequently, our focus is
mainly on the more macroscopic DD description of
carrier transport which, as discussed earlier, is ade-
quate for predicting the general behavior of all but
the most experimental of such structures in industry
today. As will be seen, the 3-D aspects of conven-
tional devices introduce many interesting issues that
can be explored by DD simulation methods. We also
report on some low-temperature simulation work via
this method. Our final example in Section 4.G con-
tains a simulation based on the more fundamental
physical description of the semiclassical Boltzmann
transport equation.

4.B. Some early examples of device simulation

The continuing efforts by device designers to
shrink feature sizes has historically been marked by
the discovery, and subsequent solution, of myriad
problems. Simulation has helped to understand and
characterize some of the problerus, thereby enabling
superior device designs to be realized. A typical
problem solved by early 2-D device simulations using
the DD method involved the so-called ‘‘short-
channel” effect, so that threshold-voltage values and
transconductance characteristics could be accurately
calculated when long-channel analytic formulae were
no longer applicable (see, for example, Ref. [140]).

Another set of problems that was more difficult
to characterize was due to so-called “hot-electron”
effects. Such problems increasingly became more of a
concern in the late 70s as device dimensions were
scaled without proportionate reductions in power-
supply voltage. Observed performance degradation
(e.g. substantial gate and substrate currents,
threshold-voltage shifts, and decreased transconduc-
tance) in MOSFET structures of the kind shown in
Fig. 5(a) was hypothesized at the time to be due to
high-energy carriers resulting from strong electric
fields in the vicinity of the drain, so that carriers
could be injected into, and trapped within, the
gate insulator. Figure 5(b) shows an example of
typical experimental data that were found to result
from operating devices under high bias conditions.
The curve labeled no charge represents source-
to-drain current vs gate potential, prior to charge
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Fig. 5. Effects of charge trapped in the gate insulator. (a)

Standard MOSFET. Hot electrons are injected into gate

near the drain. (b) Experimental results. (c) Simulated

results. (d) Results predicted by simulation for change in Ig,
vs Vs, due to change in fixed charge in oxide.

accumulating in the oxide, while the drain curve is the
result obtained after the device was operated for a
sufficiently long time for accumulation to occur. The
source curve differs from the drain curve in that the
bias between source and drain was reversed.

An accurate description of hot-electron behavior is
now only becoming available with relatively recent
advances made with Monte Carlo simulations (sce

Section 4.G). However, DD simulations carried out
in the 70s were able to address certain aspects of
hot-electron effects. For example, as described in
Refs [180] and [181}, the FIELDAY program was
used to simulate the effect on device characteristics,
as shown in Fig. 5(c), of introducing fixed charge into
the oxide. As can be seen, good qualitative agreement
was obtained between the experimental data of
Fig. 5(b) and the simulation results of Fig. 5(c),
thereby helping to affirm device designers’ hypothesis
of the source of the change in device characteristics.
The utility with which a variety of process variations
were able to be studied proved indispensable in the
effort to optimize the performance of the structure.
An example of the kind of rapid parametric
investigations afforded by simulation is shown in
Fig. 5(d), where the effects are illustrated of different
magnitudes of fixed charge near the heavily doped
source pocket.

4.C. Three-dimensional device modeling of a parasitic
leakage mechanism in a 16-Mb DRAM cell

Here we describe an example where 3-D modeling
capability was essential for accurately predicting
device-related behavior. This example invoives the
simulation of leakage current from the storage node
of a particular 16-Mb DRAM cell design that has
been described elsewhere in the literature[182].

A top view of a portion of the memory array layout

‘is drawn in Fig. 6. As can be seen, the overall cell

structure is fairly complicated, and requires detailed
modeling of the structure to predict actual device
behavior. Between adjacent cells, oxide isolation
regions serve to block possible conduction paths. The
node of the storage capacitor for each cell is formed
by first etching a deep trench into the silicon sub-
strate. The trench is then lined with an insulator and
filled with heavily doped polysilicon. The silicon
substrate acts here as an effective capacitor plate that
mirrors the charge on each polysilicon storage node,
while a conducting bridge provides electrical conti-
nuity between the access transistor and the storage
capacitor. The cell can be addressed by electrically
selecting the bit line and word line that cross at the
desired location in the memory array.

Even though the top portion of the perimeter of the
storage trench is lined with a fairly thick layer of
isolation oxide, which is referred to here as the collar
oxide, there is some interaction between the storage
node polysilicon and the adjacent transistor. Indeed,
the state of the signal on the storage capacitor affects
the characteristics of the transistor. One way of
viewing the influence of the storage capacitor on
the transistor’s behavior is that the top portion of the
storage node polysilicon acts as an effective gate on
the parasitic FET that exists between the node and bit
line diffusions.

To account for the effect of the presence of the
trench capacitor on leakage current, the FIELDAY
program was applied to the region enclosed by the
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Fig. 6. (a) Top view showing modeled region. (b) Perspective view of modeled structure. In these figures,
B/L and W/L refer to “bit line” and “word line”, respectively.

dotted box in Fig. 6(a). A perspective drawing of this is shown in Fig. 7(a), with the remainder of the mesh

region is given in Fig. 6(b). The letters A, B,..., cut away for viewing purposes. Again, the letters
denote points in common between Figs 6(a) and (b). A, B,..., in this figure correspond to the points
A finite element mesh was constructed so that a shown in the previous figures.

numerical solution could be obtained by the DD Different mesh densities were used in order.

semiconductor set of equations. Part of this 3-D mesh to obtain an estimate on numerical accuracy of
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simulated results. The mesh sizes used here ranged
from 6000 to 30,000 nodes. For a mesh with 20,000
nodes, the simulation time was about 10 CPU min
per bias point on an IBM model 3090/600E computer
running as a Uniprocessor.

Figure 7(b) is a color plot of the doping concen-
tration for the same mesh region shown in Fig. 7(a),
while Fig. 7(c) illustrates the hole-minus-electron
concentration under bias conditions that were found
to yield the largest leakage current due to the
presence of the adjacent storage node in a low-
level state. The oxide region (yellow) closest to the
observer has been cut away to reveal the underlying
silicon. As can be seen, a conduction path forms
along points H and J. This path continues over
to point D, although. this portion of the path is
hidden from sight here because of the presence of
the oxide region that has not been removed for
viewing.

Our 3-D modeling of this 16-Mb cell clearly
showed that the worst-case electrical biasing con-
figuration for leakage occurred in the case of a stored
high-level leaking down. With the node at a high level
and the bit line diffusion at ground, the drain-to-
source voltage, and hence the drain-induced barrier-
lowering effect, is maximized. In this case, the
parasitic leakage is gated by the polysilicon storage
node connected to the adjacent device. Since the node
of the device being studied is at a high level, the
parasitic mechanism occurs on one sidewall only. On
the other hand, the electrical biasing configuration
for a low-stored level leaking up produces less
leakage current despite parasitic conduction
occurring on both sides of the device. In this situation
the node itself and the node of the adjacent device
are low, but the drain-to-source voltage is less than
with the worst-case leakage configuration, since the
storage nodes are written to approximately one
threshold-voltage drop above zero.

D. C. CoLE et al.

Thus, 3-D modeling has shown that drain-induced
barrier lowering has a significant effect on sidewall
parasitic leakage. Moreover, the use of simulation
has identified device parameters offering significant
leverage in reducing leakage from this mechanism.
Variations in temperature, trench sidewall fixed
charge, doping profiles, trench isolation oxide thick-
ness, trench polysilicon recess depth, channel length
and n-well back bias have all been investigated.
Figure 8 shows modeled device-leakage character-
istics for three variations in physical parameters. This
plot demonstrates that many options are available for
meeting the leakage objective.

Good agreement with experimental data has also
been obtained. Figure 9 compares the modeled and
measured locus of points in the “adjacent trench
voltage-channel length™ plane that meet the leakage
objective of 0.1 pA. As can be seen, agreement is good.

4.D. Three-dimensional device modeling of oxide-
filled-trench isolation bounded MOSFETs at room and
liquid nitrogen temperatures

This section describes a second simulation of a
MOSFET that required a 3-D modeling capability.
Moreover, the following simulation includes results
that clearly illustrate the significantly different behav-
jor of typical devices at room and low temperatures.

As device sizes decrease, isolating devices from one
another becomes more difficult. For dimensions be-
low one micron, a significant limiting factor for
developing smaller devices has been the so-called
“bird’s beak” that is due to the encroachment of the
local oxidation of silicon (LOCOS)[183] isolation
regions into active device regions. This effect causes
thicker oxide in the active device region, thereby
hampering device performance. In addition, dopant
atoms migrate under the LOCOS into the device
areas, further affecting the device behavior. An alter-
native approach involves etching a trench and filling

1.0
Teollar  Tcap Qeff Peak Sidewall
Doping Implant
(nm) (nm) em-2)  (cm3)
Case 1 100 100 50 x 1011 0
Case 2 150 140 15x 101 0
Case 3 150 140 0 4x 1016
0.1 — L gff = 0.45um
3 Vbit line = 00
a node ™
- Vword line =35V
- Cose 2 n-well =4
§ Temperature = 85° G
5 Leakoge
o Objective
0.01 —
0.001 -
I Tl 1T Tt Trrerirerrrrrerternrintd
0.0 0.4 0.8 1.2 1.6 2.0 2.4 2.8 3.2

Adjacent Node Voltage (V)
Fig. 8. Modeled leakage characteristics.



Fig. 7. (a) Finite-element mesh for model. Blue is silicon, yellow is oxide. Oxide has been removed from

the portion closest to the observer for viewing underlying silicon. (b) Doping concentration. Green is

p-type, red is n-type silicon. (¢) Hole minus electron concentration showing formation of parasitic
conduction path on trench sidewall.

Fig. 11. A typical 3-D mesh used for device modeling: gray—silicon; yellow—oxide; blue—polysilicon;
red—nitride. The points A, B, ..., E correspond to the same points in Fig. 13(a). The cross section
indicated by the bright white line represents the left-hand side of the device sketched in Fig. 10(c).

Fig. 13. Electron density in a trench-isolated MOSFET, showing turn-on as the gate bias is increased from
(a) to (c). Note that the device corner inverts at a lower gate bias than does the planar region. (See overleaf
for Figs 13(b) and (c).)
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Fig. 14. Cross section of the electron density at mid-channel with the gate bias as the third axis.
(@) T=300K. (b) T=77K.

Fig. 15. A sequence of contour plots of electron charge concentration that illustrate the evolution of the

electron charge concentration after an a-particle strike. The right-hand side of each of the four plots

represent the region where the pn junction lies. The a-particle enters from the right-hand side. The top

cross section shows the initial situation before the a-particle hits. The next cross section down indicates

the electron charge distribution 3 ps after the a-particle strike, while the next two cross sections show the
situation at 90 and 180 ps, respectively.

Fig. 18. Simulation using FIELDAY to illustrate the effects of impact ionization and incomplete ionization

for a 0.35-um channel length n-MOSFET device with LDD structure. (Top) Doping concentration. Red

is n-type, green is p-type silicon. (Middle) and (lower) Hole concentration at 77 K, for V=20V,

Vas=4.0V, and Vg = 0.0 V. (Middle) Simulation assuming complete ionization. (Lower) Simulation
with incomplete ionization model.
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Fig. 9. Comparison of model data.

it with oxide to provide isolation[122]. This shallow
trench isolation (STI) approach has been demon-
strated to be a feasible technology for submicron
isolation, as it eliminates the bird’s beak. However,
the simulation described here shows that device be-
havior changes due to this new approach to isolation.

For devices isolated from each other via a LOCOS
structure, a polysilicon gate that passes across the
device will curve upward and away from the device
once it reaches the isolation oxide, as shown in
Fig. 10(a). This figure represents the cross section of
the region under the gate of a MOSFET, where the
source and drain of the device are situated above and
below Fig. 10(a). For this particular configuration of
the polysilicon gate, the portion of the gate over the
LOCOS region will have little effect upon the device
behavior. Consequently, a simple 2-D simulation will
give an adequate description of the behavior of the
device, where the 2-D region is taken in the plane
perpendicular to Fig. 10(a) and along the axis of the
device, so that it includes the source and drain
regions. (Of course, if a very narrow LOCOS
structure is used, the encroachment of the bird’s beak

(a)

ocos e

Silicon Gate Oxide

Gate

\1\Gate Oxide

Oxide Filled sili
Trench Isolation ilicon
(e)

Gate

|\ l___—_
A ! .
?mde Filled ) Silion ™~ Gate Oxide
rench Isolation |

[}
_———

Fig. 10. Cross section through MOSFET structures at
mid-channel, perpendicular to the channel axis: (a) LOCOS,
isolated device; (b) trench-isolated device; (c) trench-isolated
device with isolation oxide recess and gate wraparound. The
left-hand side of the device in Fig. 10(c), which is enclosed
by the dashed line, represents the cross section region
indicated in Fig. 11 by the bright white line.
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discussed above results in a non-uniform oxide thick-
ness across the channel. This so-called “narrow-
channel effect” would require 3-D modeling in order
to adequately simulate the device behavior. In this
case, the threshold voltage increases with decreasing
channel width. However, such structures are undesir-
able and are generally not used, so we will not address
this point any further here.)

In the case of an STI-bounded device, the gate runs
flat across the isolation, as shown in Fig. 10(b).
Consequently, the part of the gate over the STI region
creates more of a fringing effect on the corner and
sidewall of the silicon mesa[184-186] than in the
LOCOS case in Fig. 10(a). This edge effect becomes
even stronger if the isolation region is partly eroded
away, so that the gate wraps around the corner of the
device mesa as in Fig. 10(c)[186, 187]. Now, the
regions of the channel near the edges of the device
mesa will behave much differently than the region
at the center of the mesa. Consequently, 3-D model-
ing is required to accurately simulate the device
characteristics.

The objective of the device simulation to be
described here was to study the current turn-on
behavior of trench-isolated devices in which the
corner effects described above are clearly important.
To carry out this task, a 3-D mesh was constructed
for use in the FIELDAY device simulator{29], as
shown in Fig. 11. This mesh contained approximately
30,000 nodes and 60,000 elements.

Device characteristics were studied at room tem-
perature (300K) and liquid nitrogen temperature
(77 K). The low-temperature simulation was carried
out to exercise the low-temperature modeling
capabilities recently added to FIELDAY([38], and
to examine the feasibility of employing isolation-
trench technology in a low-temperature environment.
Liquid nitrogen temperature (77K) provides a
convenient and commonly studied operating
regime[188-190). In submicron devices, reduction of
leakage and suppression of short-channel effects are
among the potential benefits. If a liquid nitrogen
temperature technology is to be developed, accurate
device modeling must be available to study the
behavior of both conventional and potentially novel
structures.

For each of these two cases, a low drain bias was
chosen (0.2 V) while the gate was swept from 0.0 to
1.5V in 0.05V increments. The room-temperature
simulation required 15CPUhA on an IBM model
3090/600E computer running as a uniprocessor, while
the low temperature simulation required 68 CPU h.

In these simulations, a major result of interest was
the electron density in the silicon. The presence of
electrons indicates that a conducting channel has
formed, and that a significant current will begin to
flow in the device. Simulation results for this device
at 300 and 77K are shown in Figs 12(a) and (b),
respectively. A 2-D result has been included to
demonstrate the behavior of the planar portion of the
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Fig. 12. FIELDAY. simulation of a MOSFET, W/L =
0.5/0.7. (a) T =300K. (b) T=77K.

device. In the 300 K case, the lower turn-on present
in the 3-D model clearly indicates the effect of the
device corner. Due to the higher field at the corner,
this region of the device has a lower threshold voltage
than the center of the device. In the 77K case, once
again, due to the higher field, the device corner turns
on well before the planar region. However, the corner
conduction mechanism is clearly less sensitive to
temperature than is the planar conduction mecha-
nism. This interesting behavior can be further exam-
ined by visualization techniques. Further details on
device aspects and experimental results may be found
in Refs [185] and [187].

Color animation can produce images of electron
density in the structure that convey an enormous
amount of significant data in a single figure. The
development of the inversion layer in a device may
be found in Fig. 13. At low gate bias, only the
device corner is inverted. As the gate bias increases,
the extent of the inversion layer increases until,
eventually, the planar portion of the device inverts.
This behavior represents the physical basis of
the double turn-on observed in these structures as
described in Refs [185] and [187].

A cross section taken through the middle of the
device perpendicular to the channel axis allows the
development of the electron density to be examined
as the gate bias is increased. An interesting approach
is to take this x—y cross section and plot the gate bias
on the third axis. Such a plot at 300K is shown in
Fig. 14(a). Here, the two conduction mechanisms are
clearly displayed. At low gate bias, the device corner
turns on. The extent of the electron density increases
as the gate bias increases. At higher gate bias, the
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planar portion of the device turns on, as evidenced by
the appearance of electrons across the entire device.

A similar plot at 77 K may be found in Fig. 14(b).
Several important differences should be noted when
compared with the 300 K case. When only the corner
conduction mechanism is active, the electrons are
more closely confined to the corner. As the gate bias
increases, the extent of the electron density does not
spread out laterally as much as in the 300K case.
Finally, the separation in the gate bias between the
two mechanisms due to the lower temperature is
clearly evident. '

4.E. Single-event upset

Cosmic rays, as well as radioactive sources (e.g.
the low-level radioactive source of lead that is used
in the packaging of semiconductor devices), give rise
to energetic ions that can travel through a semi-
conductor device. If one of these ions traverses a
semiconductor pn junction, severe electric field distor-
tions will occur that can enable a significant number
of charge carriers to subsequently flow across the pn
junction. If the device is used for storing charge, the
stored-charge state can change, thereby resulting in a
“soft error’[191-196].

Accurate characterization of this single-event upset
phenomena has become increasingly important as
device designers shrink cell dimensions. However, the
inherent complexity of this phenomenon has impeded
experimental progress toward fully understanding
needed device design modifications to control soft
errors. Numerical simulation, on the other hand,
offers a unique opportunity to examine the physical
behavior associated with single-event upset for a wide
variety of processes and device operating conditions.

A fully 3-D silicon diode structure, for which
the substrate resistivity was 1Q-cm and whose
fabrication details may be found in Ref. {195],
was modeled using the FIELDAY program. A
2 x 2 x 30 um portion of the overall device, with a
1.4 um junction depth, was discretized, reverse-biased
to 25V, and then “struck,” normal to the surface of
the n-contact, with a single 5-MeV a-particle.

Figure 15 illustrates, for a certain cross section
taken through the center of the device, the time
evolution of electron concentration after the impact
of the a-particle. The top cross section in Fig. 15
represents a snapshot in time immediately preceding
particle impact, while the second cross section from
the top shows the situation 3 ps later. Here, the
a-particle entered the semiconductor material on the
right-hand side, which is where the pn junction lies.
As can be faintly seen at the 3 ps cross section, a wake
of excess charge has been formed due to the particle’s
penetration. The severe field distortion in this early
stage of impact has started to collapse the depletion
layer on the right-hand side of the figure. The charge
configuration of the depletion layer continues to
change with time, eventually resulting in a rapid
transport of excess carriers to the surface contact:
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This phenomenon has been termed “funneling” by
Hsieh et al.[192], apparently inspired by the shape of
the distorted field. The “funnel” is fully developed by
90 ps, as represented by the third cross section down
from the top in Fig. 15. At this point in time, the con-
tact current reaches its maximum value. The final
cross section shown represents the situation at 180 ps.
This contour plot marks the end of what is commonly
referred to as (drift-dominated) prompt charge collec-
tion associated with the funneling phenomenon. As
can be faintly seen on the right-hand side of this last
plot, just to the left of the pn junction, the funnel
has collapsed, so that the pn junction has essentially
re-established its original charge characteristics.
Diffusion then again becomes the dominant transport
mechanism for carriers flowing across the pn junction.
Figure 16 shows simulation results for cumulative
charge collection as a function of time. The physical
origin of the characteristics of this curve can be
clearly understood by examining Fig. 15. The initial
delay of about 30 ps, during which there is no signifi-
cant collected charge in Fig. 16, is indicative of the
time delay required in the formation of the funnel
structure at the pn junction. Transport of carriers to
the contact is greatly enhanced once the funnel is fully
established and then rapidly proceeds through the
180 ps point. The marked change in slope in Fig. 16
at 180 ps, ending the so-called prompt charge-
collection phase, results from the funnel collapse
illustrated in the bottom cross section in Fig. 15.
Wagner et al[195,196] have recently published
current and charge-collection data on structures
similar to the problem modeled here. Figure 17
compares simulated vs measured current transients,
and Table 1 shows a similar comparison for total
collected charge, as well as some other current vs
time characteristics. As can be seen, the agreement
between simulation and measurement is quite good.

4.F. Impact ionization and low temperature simulation

The simulation example described here involves the
use of FIELDAY on a 0.35-um channel length
MOSFET, with a lightly-doped source and drain
structure. The simulation is carried out at T =77 K.

Within the different regions of a typical device
structure, carrier concentrations can vary over many
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Fig. 17. Comparison of measured vs simulated current
transients.

more orders of magnitude at 77K than at room
temperature. Consequently, a simulation at 77K
usually exhibits poorer convergence properties than
the same device problem at, say, 300 K. Hence, 77K
simulations demand more attention on improved
numerical methods, and more care in obtaining

_ satisfactory numerical solutions (e.g. smaller voltage

increments in tracing out /-V characteristics, finer
meshes in critical device regions, etc.), than their
room-temperature counterparts. The simulation
example we describe here exhibits what we believe
to be the implementation of a number of a fairly
robust numerical methods for treating this device
problem.

In addition, bias conditions were chosen suffi-
ciently large that impact ionization could not be
treated as a mere perturbation on the initial solution.
Instead, this carrier generation mechanism had to be
treated self-consistently with the remainder of the
terms in the electron and hole current continuity
equations. The problem converged quite well, which
we attribute to an improved numerical method some
of us have recently devised for implementing the
impact-ionization model.

Figure 18(top) depicts the doping profile used for
the device. Due to impact ionization, minority and
majority carriers are generated near the drain end of
the device. Figures 18(middle) and (lower) show the
hole concentration under two different conditions; we
will explain these two conditions shortly. As can be
seen in these figures, the high-concentration region for
the generated holes starts near the drain, which is on
the right-hand side of the figure. In Fig. 18(middie),
most of these minority carrier holes are then swept
by the electric field to the substrate contact, which
is represented here by the entire bottom surface
of the device structure. The main bulk of the
substrate is formed by these generated hole carriers.
In Fig. 18(lower), not all of the holes reach the

Table 1. Comparison of measured vs simulated
results

Physical quantity Simulated Measured

7, (ps} 88 88
Qeotiected (FC) 41 39
Lnay (UA) 265 293
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substrate contact; some are swept by the electric field
all the way back to the source, thereby resulting
in additional impact ionization events in the high
electric field region at the source end of the device.

The difference between Figs 18(middle) and
(lower) results from using two different physical
models for the fraction of ionized dopant atoms.
In Fig. 18(middle), all the dopant atoms are assumed
to be ionized, or, more precisely, Nj =~ Np and
N, ~ N,. The phenomenological incomplete ioniz-
ation model described in Ref. [38] is used for
Fig. 18(lower). As can be seen, a substantial difference
exists between the two conditions, thereby indicating
the significant physical influence on the behavior of
devices at low temperature from the incompletely
ionized regions of dopant atoms within the device.
Indeed, further improvements are highly desirable
in characterizing this phenomenon of incomplete
ionization for the transition region between mid- to
high-doping concentrations. However, we should
note here that our simulation does not account for
the effect of a strong electric field in ionizing the
dopant atoms[197]. Taking this effect into account
will undoubtedly influence our final result so as to
make the difference between the two cases examined
here less dramatic than what is illustrated.

4.G. Monte Carlo simulation

The last simulation that will be described here on
device behavior was carried out using the program
DAMOCLES. Section 4.A contained a brief descrip-
tion of this program, which effectively solves the
Boltzmann transport equation (see Refs [43-46] for
more details).

Here, we show specific plots that can be displayed
using DAMOCLES. These plots aid in understanding
the dynamical behavior of the carrier trajectories, and
in characterizing the statistical distribution of various
physical properties associated with the carriers. Our
point here, as it has been with previous simulation
examples, is to indicate pictorially the type of task
that one can accomplish with an advanced simulation
program of this caliber.

Figure 19 shows one snapshot in time of a simu-
lation of an n-channel MOSFET with an effective
channel length of about 0.35 gm. The bias conditions
chosen for this simulation were the following
potential differences: 5.0 V between the drain and
source, 2.5 V between the gate and source, and 0.0 V
between the source and substrate contacts. Each dot
in the figures represent a charged particle, which in
turn is representative of an electron, or a set of
electrons. This particular simulation tracked about
8000 charged particles simultaneously in space and
time. The red and blue colors indicate the higher
and lower energetic particles, respectively. At this
particular moment in fime, the ensemble of 8000
charged particles range in gnergy from about 0.0 to
2.676 eV. This energy range is indicated in the color
energy scale on the RHS of Fig. 19(a).
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The black areas in the source and drain were cut
out of the simulation, since these regions contain an
enormous number of electrons that are essentially in
thermal equilibrium with the lattice at the tempera-
ture of 300 K assumed in the simulation. Consider-
able CPU time is saved by not tracking particles once
they have entered these regions. Instead, boundary
conditions appropriate for an ohmic contact region
are assumed here (see Ref. [43)]).

Moreover, in order to obtain accurate statistical
information about the relatively few electrons that
constitute the higher energy electrons within the
device, a statistical enhancement factor of 10 was
assumed for the channel region, and for a region
around the heavily doped drain pocket. (See Refs [43}
and [46] for more information on this method.)

For the particular bias conditions assumed here,
the channel is pinched off at about 0.10 um, or
somewhat less, from the drain, as can be seen in
Fig. 19(a). Thus, these bias conditions set the device
somewhat past the onset of pinch-off conditions.
Hence, few particles are present at the drain end of
the channel. However, the particles that are in this
region are quite energetic, as indicated by their red
color. By averaging the results of the particle distri-
bution over many time steps, good statistical results
can be obtained.

Figure 19(b) shows the path taken by one of the
particles. The scattering processes are labeled along
the path. Figures 19(c) and (d) show blowups of the
path of the particle near the source and drain ends of
the device.

The result of averaging over many snapshots in
time is shown in Figs 20(a) and (b). Here, contour
plots are displayed for the average electron energy
and for the electrostatic potential, respectively. As
can be seen in Fig. 20(a), the higher energy electrons
are found around the edge of the drain pocket. The
longer the simulation is allowed to run, the greater
the accuracy will be for characterizing the statistical
distribution of physical properties for this ensemble
of particles. Thus, Fig. 20(a) should evolve into a
perfectly smooth structure after longer simulation
times. However, the present simulation was already
quite time-consuming: namely, about 100 CPUh on
an IBM model 3090/600J computer with vector facili-
ties, running in a uniprocessor mode. This lengthy
simulation time indicates the weakness of such par-
ticle tracking programs; at present, however, in order
to incorporate the detailed physics that exists within
this program, such simulation times are inevitable.

By taking cross sections of one of the plots in
Fig. 20, a line plot can be generated, as shown in
Fig. 21(a). Both curves shown here represent the
average energy of the electrons as a function of
position along a line right below the oxide-silicon
interface. The ragged curve describes the average
energy of the ensemble of particles for one particular
snapshot in time. Averaging over many time steps
results in the smoother curve.
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Fig. 2Q. Contour plots of calculated (a) average electron energy, and (b) the negative of the electrostatic
potential. The average energy in (a) ranges from 0 eV (blue) to 1.5 eV (red), while the electrostatic potential
in (b) ranges from +5.1V (blue) to —0.94V (red).

Figures 21(b) and (c) illustrate a typical example of
detailed information that can be extracted from a
Monte Carlo simulation. Figure 21(b) shows two
electron-energy distributions near the drain of a
0.25 um-long channel Si MOSFET at 300K (see
Ref. [198] for details on the device structure). A high
drain bias is assumed in the simulation (Vs =4.0V,
Ves =2.5V, and Vi = 0.0 V) to investigate hot elec-
tron effects. Both- distributions in Fig. 21(b) have
reasonably accurate statistics down to the 10% range,
which is the accuracy required to estimate gate
currents. The difference in the two distributions lies
in the absence of the long- and short-range inter-
carrier Coulomb interaction in the simulation run
represented by the dashed line. Sophisticated physical
effects, like the long-range electron—plasmon inter-
action and the short-range screened electron—electron
collisions, provide means to decrease the average
electron energy, while actually increasing the number
of carriers at high energy.

The potential drop from the source to the point
near the drain where the electron-energy distribution
was obtained is about 3.5V. As can be seen in
Fig. 21(b), if these interactions are not taken into
account, few clectrons are predicted to occur with
energies greater than 3.5 V; however, with the inter-
actions included in the simulation, a distinctly
noticeable tail occurs beyond the 3.5V point in the
energy distribution. Since the high-energy tail of the
electron distribution is the critical part to consider
when investigating quantities such as gate current,
these physical effects must be taken into account to
obtain accurate results[199)].

Figure 21(c) further emphasizes this point. Here, in
proceeding from source to drain along the channel of
the same device, we see that electrons “climb” the
band-structure of Si. Indeed, a significant fraction of

the electrons in the distribution leave the minimum
along the A-symmetry line to enter the second con-
duction band (X,). Some electrons in the ensemble
even populate higher lying valleys (L,, L;, I';5), which
must be correctly included in the model to analyze
high-energy phenomena. This level of detail is
necessary to understand hot-carrier-related reliability
issues and stresses the need for more physically
accurate modeling tools in the submicron regime.

5. DATA HANDLING, VISUALIZATION, AND
THE REPRESENTATION OF COMPLEX
GEOMETRICAL DEVICE STRUCTURES

State-of-the-art device and process simulation
systems typically operate on large volumes of data.
We expect that the simulation of the next generation
of VLSI devices will require even more data due
to more complex geometries and more stringent
tolerances. Indeed, 2-D simulations will no longer be
a reasonable approximation for typical situations;
3-D simulations will become essential. As a result,
the VLSI modeling discipline is experiencing a data
explosion. This explosion has necessitated the use of
larger memory allocations and more efficient data
handling schemes in the solution phase, as well as in
the output data analysis phase.

In what follows, we cover three topics: (1) our
approach to handling the data associated with pro-
cess and device simulation, (2) scientific visualization
of data, and (3) the representation of complex geo-
metrical structures associated with semiconductor
devices. These topics are quite different from each
other, yet they are still related to the same problem
of efficiently organizing the physical description of
complex 2-D and 3-D structures.
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Fig. 21. (a) Average energy of electrons taken along a
cut right under the gate oxide. The ragged curve repre-
sents one snapshot in time. The smooth curve was obtained
after averaging over many time steps. (b) Hot-electron
energy distribution in a 0.25 um-long channel device. (c)
Population of the various valleys of Si along the channel
of the same 0.25 yum device. For a full understanding
of this figure, a band structure diagram should be consulted,
such as on p. 75 in Ref. [127). The top curve labeled by A
refers to the minimum in the first conduction band that is
slightly displaced from the symmetry point X, along the
symmetry line A. The curve labeled by X, refers to the
electrons in the minimum in the second conduction band
at the symmetry point X,. The dotted lines labeled by
1st CB, 2nd CB, and 3rd CB refer to electrons outside the
valley regions, and lying in the remainder of the lIst,
2nd, and 3rd conduction bands (CB), respectively. The
remaining curves refer to electrons populating (a) the
singly degenerate minimum at L, (about leV above
the bottom of the Ist CB), (b) the triply degenerate
minima at I';; (somewhat higher than 2eV above the
bottom of the 1st CB), and the doubly degenerate minima
at L, (somewhat higher than 3eV above the bottom
of the 1st CB).

5.A. The data base

The data break down into roughly three categories:
(1) the device geometry represented mathematically
by bounded regions with assigned material and/or

electrical properties, (2) the physical quantities of
interest such as dopant concentrations, the associated
carrier concentrations and currents, electrical poten-
tial, etc. which are interpolated onto this compu-
tational device geometry, and (3) the input physical
parameters such as impurity diffusion coefficients, the
parameters in carrier-mobility models, temperature,
and required boundary conditions.

The mathematical representation of the geometry
can be achieved in several ways. In the scheme
generally used for semiconductor device and process
simulation, each of the material regions of the device
consists of a discretization of the device into nodes
and elements, or “mesh”, that relate the governing
equations to the computational device geometry.
(For FEDSS and FIELDAY, we use the finite
element or “control volume” method to effect the
mapping.) Roughly speaking, the finer the mesh, the
more accurately the numerical algorithms will con-
verge to the exact solution of the equations describing
the phenomena. For a Monte Carlo particle-tracking
scheme, only the boundaries of regions in a device
need to be defined, although the fields still need
to be obtained via a method such as the spatial
discretization scheme described above. Also for a
Monte Carlo program, a statistically significant
sample of the individual “diffusing” species must
be tracked, which typically requires a large amount
of strorage. In the case of process simulation
these species are dopant atoms, while for device
simulation, these species are electron and hole charge
carriers.

An important point to note is that the bookkeeping
problem presented by process and device simulation
literally multiplies in going to higher spatial dimen-
sions (even ignoring the time domain for now).
As a crude figure of merit for the finite element
method, whereas five years ago a device simulation in
2-D would strain computational limits at 5000 nodes,
we now encounter problems requiring as many as
200,000 to 300,000 nodes for practical 3-D design
problems. '

Thus the volume of data for a single analysis can
be large; for multiple analyses, the problems of data
volume can be overwhelming. The practical problem
of manipulating these large amounts of data became
more evident over time for us, particularly as we
were challenged with more aggressive device-design
problems. An efficient means needed to be found for
organizing data so that most, if not all, of the data
pertinent to a given simulation run might be re-
viewed, reused, or “‘restarted” at a later time. This
capability is of particular importance when new
aspects of a device or cell design might become
apparent, or when an engineering change is antici-
pated.

In order to keep analysts from being overwhelmed
by data, we have devised ‘a comprehensive, flexible
data base. This system provides for data storage and
retrieval, and for pre- and post-processing of the data
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in an integrated, interactive environment. The data is
organized into five categories or “files”:

e A general “variable” file for parameters related
to physical constants and coefficients required by
the models, ,

o A “doping” file for impurity atom distribution
(either a result of process simulation or created
from superposition of analytic functions),

e A “geometry” file that contains the nodes and

-elements of the spatial discretization,

o A “results” file that contains the discretized
(nodal) values of such quantities as electronic
potential, electron and hole concentrations,
dopant atom concentrations, etc.,

e A “dictionary” file that provides a single indi-
cator to any given simulation “run” and a
cross-reference to data for that run contained in
the other four data files mentioned above.

This data base is defined before running a simu-
lation (or series of simulations). Similarly, the mesh
representing the device structure at the initial stage of
simulation can be created either interactively at a
work station using a mouse/joystick, or in batch
mode via a file specifying bounding points and lines
for the structure. In many cases the input structure
for ‘a device simulation is passed through the
data base directly to FIELDAY from FEDSS. As a
simulation progresses, data is stored and cataloged
according to “run” and “record” numbers that keep
track of the chronology and storage location of the
simulation, respectively. We also have a data-base
monitoring facility that permits the user to view the
indexing and time/date stamps of the data base at any
point. In fact, one can monitor the data base (or even
view results) as a simulation progresses.

Several years of experience have shown our data
base to provide an effective means of managing
simulation data. However, we note here that other
groups have since proposed alternative methods for
handling simulation data. Most notable has been
Duvall’s proposal for the Profile Interchange Format
(PIF){200], a hierarchical data format for storing
simulation data. This format is more general than our
own, but also more complex. However, a significant
point to the PIF proposal is to establish a standard
protocol for exchanging data among simulation tools
developed at different sites. Consequently, important
characterisitics of PIF include its flexibility and
generality, which are likely to aid its acceptance when
PIF parsers become more widely available.

To view 1-D or 2-D results from our data base, we
have developed an interactive postprocessor that
displays at the user’s option: linear, log-linear, con-
tour, log-contour, surface (in perspective), or vector
plots of the full or partial ¢“‘windowed”) results. For
3-D data, a slice in a plané of the solution domain
may be chosen and results viewed on this cut plane.
However, these techniques do not fully utilize the
value of the data, nor the power of today’s graphics
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display techniques. New methods of data analysis
have therefore been invoked to supplement the
more traditional ones. Indeed, such a diverse set of
new graphical techniques has become available, and
continues to be developed at such a rapid pace, that
a new field has been spawned known as scientific
visualization. We next briefly describe some of the
main features of this area of development, along with
some of our own work in this fieid.

5.B. Recent directions in scientific visualization for
semiconductor technology simulation

5.B.1. General discussion. Scientific visualization
software[201] for semiconductor technology simu-
lation must meet several requirements. First, it must
provide a simple human interface with a seamless
connection to the simulation data base. Second, it
must be highly interactive. The type of visualization
required for analysis varies with the type of structure
being studied and the sorts of phenomena under
analysis. The user must therefore be able to quickly
manipulate the visualization package in order to study
the phenomena of interest. This requirement also
impacts the computer hardware being used for visual-
ization. The graphics must be fast enough to allow
the user to try many different visualization methods
in a reasonable amount of time. Third, the visualiz-
ation software must provide a set of flexible graphical
and post-processing operations that can be used for
a wide variety of studies. Finally, the visualization
software should be built on standard hardware and
software platforms to the greatest extent possible, so
as to minimize cost and improve accessibility.

There is probably no single best hardware platform
for scientific visualization. The use of a local area
network (LAN) with work stations and mainframes
that run Unix (many versions of Unix exist, such
as AIX) and X windows is therefore an attractive
option, since it permits a variety of machines to be
chosen. Most graphics can be done locally on a
workstation or over the network using X. A
few high-end graphics supercomputers can be made
available for more demanding problems.

The use of Unix, X windows, and PHIGS graphics
provides an excellent software platform for scientific
visualization. Unix and X are fast becoming de facto
standards for engineering and scientific computing,
and provide a number of toolkits for developing
good, human-interactive interfaces with network
communication. In some cases nonstandard graphics
libraries are required to make full use of specialized
graphics hardware.

A number of scientific visualization techniques are

. being used at IBM for semiconductor technology

simulation. These include:

e Animation: A set of 2-D or 3-D images may be
displayed in rapid sequence so data pattern
changes become more evident. The sequence
may involve the time evolution of another
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variable, such as gate bias or oxidation tem-
perature. Animation of image rotations and of
changes in perspective are highly effective in
aiding detection and interpretation of patterns or
pattern formation in 3-D data.

e Multiwindow displays: Simultaneous display of
different steps in a sequence can help highlight
changes in data. Multiwindow displays can also
be used to compare different sets of data,
whether they are different variables from a given
simulation or the same variables from more than
one simulation.

o Stereo pairs: 3-D data are often hard to interpret
when printed on paper. Stereo image pairs aid
perception of 3-D data in a volume when viewed
with the proper equipment.

& Opacity/translucency: Judicious use of opacity
and translucency can permit the viewer to
“see through” a volume and perceive internal
structures or obscured data.

e Postprocessing: The ability to view general
mathematical functions of the data generated
by simulation can be used to pinpoint features
that would otherwise be invisible in the raw
data. In device simulation, for example, it
is possible to use a classification function to
display depletion regions as distinct from
neutral and -inverted regions. This feature
provides more contrast than the simple use of
contour plots.

e Coordinate selection: Often some features of
a 3-D simulation become more evident when
displayed via an alternative set of coordinates.
A 2-D plane through a device structure, for
example, may be displayed with the coordinate
in the third dimension chosen to represent
potential. The resulting 3-D image can then be
used to show in a vivid manner how potential is
distributed throughout the cross section of the
device. (See for example, Fig. 14 in Section 4.D.)
Likewise, if temperature or other quantities are
displayed, interesting perspectives are obtained
on the device characteristics.

The set of techniques outlined above should not be
considered complete since new visualization methods
are continually being developed. However, these
techniques do serve as a representative set of methods
that we have found useful in our own work.

5B.2. Sample results. Figures 22(a)-(c) and
13(a)-(c) illustrate how visualization techniques
may be used in analyzing semiconductor technology
simulation data. Figures 22(a) and 13 show how
3-D perspective with color can be used to highlight
internal device physics. Figure 22(a) shows the poten-
tials throughout a trench-isolated device when the
gate is at a low voltage and the drain is at a high
voltage. Electron concentrations in the same device
are displayed in Fig. 13. Here, concentrations at
three gate voltages illustrate how the channel forms.

617

These images represent only three steps in a sequence
that are scanned quickly by the graphics work
station. The animation that results from scan-
ning aids perception of the qualitative behavior of
channel formation. Figure 22(b) illustrates the use of
translucency and opacity to select features of interest.
An intermediate range of potentials is shown as
opaque red; higher and lower potentials are shown
with translucent colors. In this image the three-
dimensional shape of the intermediate potential
shell can easily be perceived. Figure 22(c) shows
how different types of data may be combined to
pick out features of interest. In this image, high
concentrations of electrons in the channel are repre-
sented as an opaque red. The translucent blue defines
the extent of the device, which has been cut away at
the drain end.

5.C. Representing complex geometrical device struc-
tures

We now turn to the problem of displaying and
interactively modifying the complicated structural
forms associated with device geometries. For ex-
ample, the problem described in Section 4.C (see
Fig. 6) illustrates a simplification of a cell structure;
clearly, the peripheral structure surrounding an
actual semiconductor device can become extremely
complicated. To perform simulations for variations
in such structures, adequate representations must be
achieved in a flexible manner:

Our present scheme for defining device geometry
in two dimensions consists of interactively creating
stick-figures that define the borders of different
material regions for the structure of interest. These
figures are then triangulated to form the mesh con-
sisting of the nodes and elements. To accomplish this
task, we employ a suite of semi- and fully-automatic
mesh generators. This scheme can be used for some
limited 3-D structures by extruding the 2-D mesh into
the third dimension, and then doing some crude
volume modifications. However, for 3-D objects of
more arbitrary shape, this method is unworkable;
instead, a solid model of the object is required.
Solid models provide a precise, mathematical descrip-
tion of an object that can be utilized by an automatic
mesh generator by other geometry manipulation
tools.

Creation of a solid model can be accomplished
using constructive solid geometry. Many commer-
cially available programs exist with this capability.
However, these programs are oriented towards cre-
ation of relatively large, macroscopic engineering
structures, and so are difficult to use for creating
small integrated circuit device structures. Fortu-
nately, we have access to a solid modeler that makes
the creation of IC-specific, solid models -relatively
painless. This program; ;OYSTER[40-42], uses a
process-like description along with the mask-level
information to create solid models of a device struc-
ture. For example, the command ““grow oxide 500 A”
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causes the OYSTER program to pick the proper
mask level and to extrude the profiles for that level
by 500A over whatever geometry already exists.
Other process steps such as deposit, etch, wash,
apply, develop, and lift-off evoke geometric actions
by OYSTER to create a solid model of the structure.
To create solid models that are even more precise
(i.e. “less square”), edge profiles of shapes can be
defined and used by the program at the option of
the user. Thus, with the use of OYSTER, a fairly
realistic and complete geometry of a structure can be
created.

Once a solid model has been created, it can be
saved and used for visualization, or by other software
that utilizes the geometric information in the solid
model. For example, we use the solid models of the
resulting device structure as input to our automatic
mesh generator so that an analyst does not need to
devote inordinate energy to this difficult chore. Both
of these capabilities are under development and have
provided exciting results to date. An example of an
OYSTER model of part of a simple MOSFET is
shown in Fig. 23(a). (Note that a complete discussion
of this device and the process steps used to create it
are given in Ref. [40].) The top layers of the device
structure have been removed to aid viewing. Here, the
substrate is shown in pink, gate oxide in yellow,
isolation oxide in red, and polysilicon in green.
Also seen in blue are portions of the source and
drain metal contacts. Note that with OYSTER,
individual structures can be displayed, as well as any
desired collection of materials and structures. These
individual structures can be viewed from different
vantage points and shown as separate entities from
the original structure (see Fig. 23b). In addition,
cutting planes can be passed through the structure
and saved for later use.

We have used OYSTER-created solid models
as input to our 3-D automatic mesh generator.
Currently, the mesh generator creates the minimal
mesh necessary to capture the geometry of interest.
For the MOSFET example, we show some of the
meshes created with the software. In Fig. 23(b), we
see the tetrahedral mesh for the polysilicon finger
in green. Also shown is the isolation oxide in
light blue, and three metal components in dark blue
(the three metal components appear to be nearly
touching one another in Fig. 21b). These metal
pieces are used to contact the terminals of the
device; they are not shown in Fig. 21(a) in order to
provide an unobstructed view of the rest of the
device. (See Ref. [40] for more details on the device
structure.)

As is evident from the figures in Fig. 21(b), the
mesh generator does a fine job of capturing the
geometry. These meshes are adequate for calculations
of fields and capacitances, but are not sufficiently fine
for device simulation.: We are currently developing
automated methods to refine these meshes to provide
more accurate meshes for device simulation.
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6. CONCLUDING REMARKS

A number of pictorial examples were presented
here that illustrate how semiconductor process and
device computer simulation aids in the design and
analysis of the semiconductor devices used in state-
of-the-art integrated circuits. A brief background on
past and present simulation development activities
was also given, along with a number of relevant
references that the reader may wish to refer to for
more detailed information.

If used properly, simulation can substantially
help in cutting development costs. Indeed, some
researchers are of the opinion that cost savings can be
as large as 40% of the development cost[202]. After
all, parametric variations can rapidly be made by
simulation that would be enormously expensive if
attempted by experimentation alone. For example,
the BICMOS example in Section 3.E contained over
100 distinct process steps, with each of these steps
containing numerous possible variations in process
controls. Optimizing these parameters by experimen-
tation alone would be quite impractical.

However, we note here that the cost savings
depends considerably on the skill of the person using
a simulation program, since care and imagination are
still required in: extracting relevant regions in which
to simulate complicated device structures (see, for
example, the 3-D simulation in Section 4.C), using
pertinent material properties (parameters and
models), varying appropriate process and device
operating conditions to obtain optimum device
performance, and ensuring that accurate numerical
answers are produced. In addition, a basic under-
standing of the physics incorporated in the simulation
program is helpful to the device designer in under-
standing the limitations of the computer program.

Finally, we note here the fascinating relationship
that exists between the simulation of semiconductor
devices and improvements in computing power. The
two sides influence and complement each other.
Simulating the fabrication and behavior of semi-
conductor devices aids in developing smaller and
faster devices, which improves available compu-
tational resources. Greater computing power means
more accurate simulations can be constructed, which
are presently needed as device sizes shrink to sub-
micron regimes, thereby requiring new physical
effects to be taken into account.
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Fig. 22. Scientific visualization examples. (a) Electrostatic potentials in the trench-isolated MOSFET of

Section 4.D. Low potential is shown as blue and high potential as red. (b) Electrostatic potentials in the

modeled region in Section 4.C. The opaque red shell is a selected range of intermediate potentials.

(c) Electron concentration for the modeled region of Section 4.D. The opaque red region shows the
location of high electron concentrations in the channel.

Fig. 23. OYSTER representation of a MOSFET. (a) The green is a polysilicon line. The yellow represents
the gate oxide. The two blue regions are metal contacts to the source and drain regions. (b) Pieces extracted
from the FET structure and meshed.
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