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Our project aims to create scalable AI frameworks for automatically diagnosing and 
mitigating performance anomalies in HPC systems.

Our recent work involves designing an unsupervised anomaly detection framework for 
HPC systems, aiming to reduce reliance on extensive labeled data [1]. 
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We aim to reduce resource waste in HPC systems [2] by developing an online tool that 
predicts resource needs for future jobs based on historical usage data.
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Introduction

Prodigy

Intelligent Resource AllocationRobust Unsupervised Anomaly Detection for Production HPC Systems 

Prodigy achieves 0.95 and 0.88 F1 score 
for Eclipse and Volta.

● Variational Autoencoder (VAE) model is 
trained with the healthy nodes telemetry data.

● Contamination in HPC telemetry data leads to 
anomalous samples being mislabeled as healthy.

● VAE model accuracy decreases due to the 
contamination problem.

A Single BU SCC User CPU Core Request, Usage and Prediction Values

Submitted Jobs

Time series prediction of CPU usage 
using the 2023 Boston University 
Shared Computing Cluster Dataset.

Reducing the over requests and 
resource waste using Neural Network 
models.

The F1 score for 
our synthetic 

dataset of 1380 
samples is nearly 
100% with the 
Random Forest 

model.

GPU Performance Bottleneck Suite

● Unsupervised anomaly detection frameworks often include unhealthy samples and fails the “only healthy data” assumption. 

● Our iterative robust VAE method, Refine, uses VAE reconstruction error to identify and remove unhealthy samples from the 

training data.

● Beyond HPC anomaly detection, Refine can help any field dealing with contaminated datasets in unsupervised settings.

● GPU-based applications often face performance bottlenecks from branch and memory divergence [3].
● Existing ML methods do not address GPU-specific performance inefficiencies.

We aim to replicate and 
identify common GPU 

performance bottlenecks 
while minimizing the 

profiling overhead of the 
NVIDIA Nsight Compute 

tool.

Aim: Reduce the extensive data labeling in the training process for performance anomaly 
detection in HPC systems.

Anomaly ratio in 
the training dataset 

Dataset Macro Average F1 
Score

0 to 10% Eclipse from 0.95 to below 
0.50

0 to 30% Volta rom 0.88 to below 
0.75 
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