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Abstract—As many electricity markets are trending towards greater renewable energy generation, there will be an increased need for electrical grids to cooperatively balance electricity supply and demand. Data centers are one large consumer of electricity on a global scale, and they are well-suited to act as a grid load stabilizer via performing “demand response.”

Prior investigations in this space have demonstrated how data centers can continue to meet their users’ quality of service (QoS) needs by modeling relationships between cluster job queues, server power properties, and application performance. While server power is a major factor in data center power consumption, other components such as cooling systems contribute a non-negligible amount of electricity demand.

This work proposes using a simple site-wide (i.e., including all components of the data center) power model on top of QoS-aware demand response solutions to achieve the QoS benefits of those solutions while improving the cost-saving opportunities in demand response. We demonstrate 1.3x cost savings compared to QoS-aware demand response policies that do not utilize site-wide power models, and show similar savings in cases of severely under-predicted site-wide power consumption if 1.5x relaxed QoS constraints are allowed.

Index Terms—HPC, Demand Response, Power Usage Efficiency, Quality of Service

I. INTRODUCTION

Electricity markets are trending toward supply mixes with increasing proportions of renewable energy sources. Most states in the U.S. have adopted renewable portfolio standards to increase their renewable energy generation, and 12 states have put plans into action to achieve 100% clean energy within the next 30 years [1]. The U.S. Energy Information Administration forecasts that 70% of the renewable energy supply will consist of solar and wind power in that time frame [2]. Solar and wind power supplies have time-varying availability, so there is a growing need for power management solutions that adaptively balance supply and demand.

Regulation service programs are one solution to manage imbalances between electricity supply and demand. In such programs, an electricity consumer offers regulation capacity to an independent service operator (ISO) in the grid. The offered service is a promise that the consumer will modulate power consumption to help the ISO balance electricity supply and demand. The consumer receives cost incentives depending on constraints specified by the ISO. For example, the PJM ISO has a program that pays for regulation service based on changes in hourly rates, on the magnitude of reserve offered by a consumer, and on the consumer’s quick and accurate response to the ISO’s requests for power consumption modulation [3]. In this work, we refer to a bid as the amount of average purchased power for an upcoming hour, and the reserve capacity offered for that hour.

Data centers are well-suited to offer regulation service because they consume a lot of electricity and they can quickly modulate their power consumption through job scheduling and server-level power management. An ACM tech brief estimates that data centers consumed 3% of the total energy supply in 2021, and are likely to demand more as power-hungry cryptocurrency and artificial intelligence workloads increase in popularity [4]. Prior works have demonstrated that data centers can effectively manage trade-offs between power consumption and application performance to meet system-wide power objectives [5], [6].

Previous work toward using data centers as reserve capacity in a smart grid has focused on enhancing trade-offs between quality-of-service (QoS) and server power consumption, such as by co-optimization of battery-based and server-workload-based power reserves [6], offering probabilistic guarantees on QoS degradation [7], and enhanced bidding strategies to exploit properties of long-running workload mixes observed in real-world data centers [8].

There is currently a gap in efforts to design QoS-aware demand response policies that operate at the site level (i.e., including all components of the data center). Beyond server power in a data center, cooling and power delivery infrastructure contribute toward significant additional power demand. In a 2021 survey, large data centers used on average over a third of their power consumption for non-server needs [9]. While prior work proposes methods to co-optimize frequency control and cooling system parameters [10], there isn’t a single solution that integrates QoS-aware decisions along the entire path of bidding, job scheduling, and site-scoped power management. This paper aims to close the research gap by evaluating the opportunity to use site-level power consumption in demand response power management policies.

The key contributions in this work are as follows:

• We demonstrate that site-wide demand response participation in a data center enables lower operating costs than server-only demand response participation while using an existing QoS-aware demand response policy. We achieve 1.3x cost savings with similar QoS degradation
by making demand response policies aware of site-wide power consumption.

- We analyze the sensitivity of demand response cost savings to site-wide power model selection. In scenarios where there is low confidence in the site-wide power model, demand response policies can still reduce electricity costs, but may need to relax their QoS constraints.
- We show that batch job resource managers meet site-level demand response objectives and job-level QoS objectives by using a simple site power model on top of QoS-aware power managers that operate with job and server scope.

The remaining sections of this paper discuss related works for data centers in demand response, describe our simulation infrastructure, explain our experimental methodology, and evaluate our simulation results.

II. RELATED WORK

There is broad interest in reducing the carbon impact and cost impact of data centers while maintaining quality of service. A survey of energy-aware Top500 supercomputing sites indicates that facilities are interested in job scheduling, resource management, and facility design strategies to meet their high-level power objectives [11]. Another survey reveals that a lack of QoS guarantees is a strong reason that some data centers do not consider demand response in their electricity procurement strategies [12].


Other work [10] explores site-level monitoring and control to meet target power levels in demand response programs. While that work does include QoS estimates as part of the bidding strategy, it does not include end-to-end QoS feedback from bidding through scheduling and power management.

Some efforts work toward sharing work across data centers to help balance electricity supply. For example, the Zero-Carbon Cloud project [13] relocates virtual computing workloads so that computing power demand can follow changing supply. That type of solution offers high capacity to match changing power supply, particularly when many small data centers are distributed near different energy supplies. However, that type of approach is not suitable for workloads that are expected to operate within a single HPC data center.

Our work augments cluster-level, QoS-aware demand response policies with a simple site-level power model to enable site-wide demand response participation of HPC sites.

III. SITE-WIDE DEMAND RESPONSE

Our high level goal is to identify the cost-saving opportunities of demand response bidding and power management policies in an HPC data center, while meeting QoS constraints of jobs in a work queue. This section describes the data center simulator and the demand response policies we use to analyze our cost-saving opportunities.

A. Data Center Simulator

To evaluate the quality of demand response policies, we simulate a data center’s work queues, power consumption across the data center, performance of running applications, and incoming regulation service control signals. As shown in Fig. 1, simulation logic resides in a central orchestrator, which acts as the data center’s job scheduler and resource manager.

The overall execution flow of the simulator begins by loading application and data center properties, then executing the bidding policy, and lastly performing fixed-time-interval simulations of servers, the regulation signal, and the demand response policies for scheduling and power management.

For each one-second time step simulating data center servers, the simulator updates its queue of incoming job requests from users and reads the regulation signal from the independent service operator. The simulator updates the cluster-level view of server power consumption prior to executing scheduling policies and power-capping policies, which update control signals on the simulated servers.

Job submissions are randomly generated for each simulation, as a Poisson process for each job type. The average arrival rate of each job type is selected to evenly distribute a target data center utilization across all job types in a workload mix.

B. Demand Response Policy

We simulate the AQA policy [7] for demand response control decisions. In this work, we update the policy to make it aware of site-wide power consumption. We use a site-wide power model to inform the policy how much server power needs to increase or decrease to meet the site-wide power target, and the policy makes its QoS and server-power-aware control decisions in the same manner as described in its original work. This design choice ensures that existing policies can make site-level power control decisions by using a simple model of site-wide power consumption. We refer to the updated site-wide AQA policy as AQA-SW in this paper.

The AQA algorithm applies weights to individual job types in a workload mix. Those weights are used to influence which queued jobs get sent to servers, as well as how the power budget is distributed across active servers. Weights and bids are learned prior to evaluating each workload mix.
by running many simulations of a workload mix through a gradient descent search [7].

In this work, we use the same search used by AQA, but we run the AQA-SW policy in each gradient descent step. The search incorporates electricity cost, QoS constraints, and power-tracking constraints in the gradient descent cost function. Some search steps occasionally enter regions of violated constraints, then adjust in later steps to find viable bids and weights. We stop searching after 120 iterations of gradient descent, prune non-viable search steps, and select the bid and weights with the lowest cost.

C. Site Power Model

The simulator estimates power consumption at the site level by using a power usage efficiency (PUE) model. PUE is defined as $\text{PUE} = \frac{\text{Total Power}}{\text{IT Power}}$, so our simulator estimates total power as the product of the modeled PUE and the sum of power consumption across servers.

For this work, we construct a piecewise-linear model of PUE as a function of outdoor wet-bulb temperature, where hotter and more humid days will place a greater cooling load on the data center for a given computational workload. The PUE model is used with the definition of PUE to translate between IT, non-IT, and total power where needed by the simulator. The model of PUE as a function of wet bulb temperature is:

$$\text{PUE}(x) = \begin{cases} A(x - B) + C & x < B \\ D(x - B) + C & x \geq B \end{cases}$$

The model’s parameters are fit with least squares regression against power and wet bulb temperature data provided by the Massachusetts Green High Performance Computing Center (MGHPCC) [14]. The MGHPCC is a megawatt-scale computing center with hundreds of thousands of CPU cores and millions of GPU cores. We use data from 2018 to 2020, shown in Fig. 2. To work with the available data, we approximate PUE as the ratio of the data center’s power consumption to the power consumed by all computing racks in the center clusters. The resulting model parameters are $A = 5 \times 10^{-12}$, $B = 42.1$, $C = 1.16$, and $D = 5.5 \times 10^{-3}$.

The model predicts the source data’s PUE with 1.1% mean absolute error. We do not focus on developing a robust model in this work. Instead, we evaluate how server-only demand response policies meet their QoS objectives when they are augmented with a simple model to enable site-wide power awareness. We evaluate sensitivity to modeling error in Section V.

Power consumption of simulated servers follows a simple model based on activity. If no workload is executing on the server, the server is assumed to consume its idle power. Idle power is assumed to be 169 watts in our experiments as measured in previous experiments on a subset of servers in that cluster [7]. If a workload is executing on the server, then it is assumed to consume the lesser of the server’s current power limit (as set by the orchestrator) and the current workload’s maximum power consumption.

IV. METHODOLOGY

Our experiment plan consists of two stages. First, we evaluate the cost savings of a site-wide demand response policy in comparison to the savings from a server-power-only policy. Second, we evaluate the sensitivity of those cost savings with respect to the choice of site-wide power consumption model.

Both the cost-savings evaluation and the sensitivity analysis are performed over a range of simulated external wet bulb temperatures from 40°F to 70°F, in order to exercise data center efficiency levels between the corner cases of observations from the PUE model described in Section III-A.

The properties of our simulated data center are based on sampled data from real servers in the MGHPCC. As described in Section III-C, our site-wide power model is fit against site power data. The execution times and power trends of our simulated applications are sampled from application runs on Boston University’s Shared Computing Cluster, which is hosted in the MGHPCC.

We select several workloads from the workload mixes in the work that introduced the AQA policy [7]. The selected workloads and their compositions of applications are shown in Table I. We pick workloads that exhibit mixed properties (W1), as well as corner cases such as low power (W8), high power (W9), low utilization (W12), and high utilization (W13).

A. Cost Savings

Our goal in the cost-savings experiments is to evaluate the cost opportunities that are offered by using site-wide demand response instead of server-only demand response in an HPC data center. We simulate the AQA policy for server-only demand response and the AQA-SW policy for side-wide demand response (both described in Section III-B).

1) Cost Model: We model the total cost of electricity as the estimated cost of an energy purchase, minus the value of the regulation service provided by the data center. Specifically, we model the hourly cost as

$$\text{Cost} = \Pi P - \Pi R + \Pi_\epsilon R \epsilon,$$

where $\Pi P$ indicates the cost of energy purchased for the hour, $\Pi R$ represents the value of reserve capacity offered for the hour, and $\Pi_\epsilon R \epsilon$ is the cost penalty for \epsilon percent error.
in tracking the regulation signal. While this cost model is in line with prior work on data center demand response [7], the key difference is that we calculate the cost using site-wide power consumption.

2) Sources of Cost Savings: The site-wide demand response policy accounts for all the site’s power in the above cost model. The average purchased power of the AQA and AQA-SW policies is derived from the total power consumed by the site. Note that although the cost equations appear the same across AQA and AQA-SW cases, the actual cost differs because the magnitude of $R$ increases in the site-wide policy, since it is derived from both server and non-server power in that case.

As a baseline, we estimate non-demand-response cost based on the total energy consumed, times the cost per kilowatt-hour of energy. As a result, the baseline cost does not depend on the $\bar{P}$ and $R$ cost components describe above, but the baseline cost does depend on the scheduling and power management decisions made in the data center.

\section*{B. Sensitivity Analysis}

We analyze the demand response policy’s sensitivity to the choice of site-wide power model. The purpose of this analysis is to identify how well the policies respond when the selected model has prediction errors.

Our simulated actual PUE measurements at each temperature step come from a data set provided by the MGHPCCC. We aggregate samples of PUE measurements by 5°F bins of wet bulb temperature, selecting the 5th percentile, median, and 95th percentile PUE measurements from each group. We run simulations of the data center where the bidding policies are not aware of the actual PUE. As a result, the $\bar{P}$ and $R$ bids are unable to reflect the resulting increase or decrease in power consumption, so all adjustments to the incorrect site-wide power estimate must be managed through scheduling and power capping. This evaluation emulates the range of power prediction error that may occur if the data center operates at different efficiency shortly after placing a bid (e.g., due to cooling system changes or weather forecast error).

\section*{V. Evaluation}

In this section, we evaluate the results from our experiments in cost-saving opportunities under an ideal site-wide power model, as well as our experiments in the effects that site-wide power prediction errors have on a demand response policy.

\subsection*{A. Cost Savings}

Fig. 3 shows the simulated costs of demand response policies with and without site-wide power models, compared

\begin{table}[h]
\centering
\caption{Membership of applications within workload mixes. Each application follows a pattern of $<\text{name}>$, $<\text{input class}>$, $<\text{process count}>$. The $m_j$ column shows the number of servers used per job. $T_{\text{min}}$, $T_{\text{max}}$ is the minimum (maximum) processing time in seconds, and $p_{\text{max}}$, $p_{\text{min}}$ is the corresponding power consumption of a server in watts. $Q_{\text{thres}}$ is the threshold for each accept level of QoS degradation.}
\begin{tabular}{|c|c|c|c|c|c|c|c|c|c|c|c|}
\hline
\textbf{App} & \textbf{m_j} & \textbf{T_{min}} & \textbf{p_{max}} & \textbf{T_{max}} & \textbf{p_{min}} & \textbf{Q_{thres}} & \textbf{W1} & \textbf{W8} & \textbf{W9} & \textbf{W12} & \textbf{W13} \\
\hline
bt.C.16 & 1 & 73 & 339 & 86 & 249 & 2.5 & ✓ & ✓ & ✓ & ✓ & ✓ \\
mg.D.16 & 1 & 84 & 380 & 105 & 266 & 2.8 & ✓ & ✓ & ✓ & ✓ & ✓ \\
sp.C.16 & 1 & 54 & 375 & 62 & 267 & 7.1 & ✓ & ✓ & ✓ & ✓ & ✓ \\
is.D.32 & 3 & 42 & 249 & 42 & 241 & 5.6 & ✓ & ✓ & ✓ & ✓ & ✓ \\
bC.16 & 3 & 28 & 343 & 46 & 249 & 3.1 & ✓ & ✓ & ✓ & ✓ & ✓ \\
bD.49 & 2 & 551 & 391 & 729 & 250 & 5.6 & ✓ & ✓ & ✓ & ✓ & ✓ \\
ep.D.64 & 3 & 54 & 353 & 70 & 237 & 3.9 & ✓ & ✓ & ✓ & ✓ & ✓ \\
sD.100 & 4 & 343 & 399 & 381 & 264 & 3.3 & ✓ & ✓ & ✓ & ✓ & ✓ \\
ep.D.28 & 1 & 124 & 383 & 175 & 238 & 5.9 & ✓ & ✓ & ✓ & ✓ & ✓ \\
cg.C.4 & 1 & 28 & 238 & 28 & 239 & 4.0 & ✓ & ✓ & ✓ & ✓ & ✓ \\
mg.D.8 & 1 & 141 & 297 & 151 & 258 & 2.9 & ✓ & ✓ & ✓ & ✓ & ✓ \\
is.D.4 & 1 & 122 & 204 & 123 & 194 & 7.3 & ✓ & ✓ & ✓ & ✓ & ✓ \\
cg.D.16 & 1 & 743 & 326 & 823 & 253 & 7.3 & ✓ & ✓ & ✓ & ✓ & ✓ \\
ep.D.56 & 2 & 64 & 383 & 90 & 238 & 2.0 & ✓ & ✓ & ✓ & ✓ & ✓ \\
cg.D.32 & 3 & 364 & 281 & 390 & 246 & 5.5 & ✓ & ✓ & ✓ & ✓ & ✓ \\
is.D.64 & 4 & 27 & 287 & 28 & 228 & 3.1 & ✓ & ✓ & ✓ & ✓ & ✓ \\
lu.D.112 & 6 & 164 & 405 & 222 & 251 & 4.1 & ✓ & ✓ & ✓ & ✓ & ✓ \\
mg.D.32 & 2 & 49 & 378 & 58 & 266 & 5.0 & ✓ & ✓ & ✓ & ✓ & ✓ \\
\hline
\end{tabular}
\end{table}
with the costs of electricity-purchasing policies that do not take advantage of demand response programs. Regardless of the presence of demand response participation, costs trend upward with the simulated wet bulb temperature. That trend exists because more electricity is needed for non-server components, such as site-wide cooling systems, when outside temperature is higher.

The cost-saving opportunities of the site-wide demand response policies consistently outperform the opportunities of the server-only demand response policies. The average improvement is 1.3x savings in the site-wide policies, relative to the savings in the server-only policies.

B. Sensitivity Analysis

We first evaluate the high-level trends in our cost and performance metrics when there is an error in side-wide power consumption estimation. Next, we look at the properties of the worst-performing scenario underneath those trends.

1) High-Level Trends: Fig. 4 shows the sensitivity of our demand response cost and performance metrics, as the AQA policy over-predicts or under-predicts the site-wide power consumption. Low PUE percentiles indicate scenarios where the PUE is less than the typical PUE values that are used in the site-wide power model, so they indicate cases where the bidding policy is likely to bid higher than its needed power. Similarly, the higher PUE percentiles indicate scenarios where the bidding policy is likely to bid lower than its needed power.

As the site’s actual power consumption trends from over-bidding to under-bidding scenarios, the QoS of the worst-performing job increases in both mean and in variance. Both of these trends occur because it is easier to let jobs run at full speed when there is a larger power budget.

Although over-bidding scenarios meet QoS needs more easily, they do increase the upper range of requested power targets from the independent service operator will not be easily achievable in the data center. Because over-bidding cases are more difficult to achieve all requested power targets, we see that lower PUE percentiles cause greater tracking error in the demand response power management policy.

These experiments cover the case where $P$ and $R$ selection are based on incorrect estimates of the site’s power properties, so tracking error is the only remaining cost component described in Section IV-A. This means that although cost savings increase with the site’s actual PUE, that is simply because the tracking error decreases in that case, and it comes with the previously-discussed impact on QoS degradation.

2) Worst-Performing Scenario: The worst-performing scenarios occur when the external wet-bulb temperature is near 50°F, where there is a transition between the data center's free cooling mode of operation and its active cooling mode of operation, as shown in Fig. 2. While the model indicates the PUE is 1.2 at 50°F, the 5th, 50th, and 95th percentiles of PUE at 50°F are 1.15, 1.17, and 1.26, respectively. In this section, we look more closely at behavior of the demand response policies on mix W13 at 50°F.

Workload mix W13 has a higher system utilization than the other workload mixes. This means that the data center has less capability to modulate its power level without causing work to accumulate in the scheduler’s job queue. Fig. 5 shows the power-tracking error of the data center when applying the site-wide power management policy in different PUE prediction error scenarios. This case results in better tracking error when the site-wide power is under-estimated, and still struggles to track the target power near the median case. This suggests that the workload mix could benefit from standby jobs and preemptible jobs as described in the original AQA work [7].

In contrast to the more spread out tracking error distribution in the over-bidding case, the QoS degradation plots in Fig. 6 show more spread-out distributions in the under-bidding case. Furthermore, not all applications are impacted equally, as some have more drastic changes in QoS degradation across the PUE percentile cases.

The applications most sensitive to under-predicting the site power demand are $lu.D.112$ and $mg.D.32$, which transition from far under threshold degradation in the 0.05 PUE percentile case to above threshold for 50% of runs in the 0.95 PUE percentile case. Both of those applications stay...
Fig. 6. Cumulative distribution functions of QoS degradation as a percent of each application’s QoS threshold, for the W13 workload mix at 50°F wet-bulb temperature.

Fig. 7. Job weights selected by training the AQA demand response policy against each workload mix. Job types refer to the App column in table I. Job indices are presented here since they do not map to the same job names across workload mixes.

well under their QoS thresholds in all temperatures evaluated in the experiments with ideal site-wide power prediction (Section IV-A experiments).

C. Application Weights

Applications weights used by the AQA demand response policy are largely insensitive to the data center’s site-level efficiency, as indicated by the nearly flat lines for all workload mixes in Fig. 7. This suggests that it is sufficient to train the AQA weights under a single simulated relationship between server power and site-wide power consumption for each workload mix. The learned weight could be used as an initial state in future searches for $\bar{P}$ and $R_b$ bids across different PUE scenarios.

VI. CONCLUSION

Data centers globally consume a lot of power. As electricity markets work to adopt renewable portfolio standards, there will be increasing benefit to ensure big consumers are able to adapt with time-varying availability. Data centers that participate in demand response need accurate prediction and control of their power consumption, but they still need to commit to the QoS needs of their users.

This work proposes that adding a simple site-wide power model to existing QoS-aware demand response policies can improve the cost-saving opportunities while still being able to meet QoS constraints. We perform simulations of multiple mixes of applications on a 6000-server cluster with a simple PUE model for site-wide power consumption. We demonstrate that the presence of accurate PUE-based power predictions, we can seize 1.3x cost savings compared to QoS-aware demand response without site-wide power awareness.

Our evaluation of experimental results includes some observations that could be applied for future improvements to QoS-aware demand response management algorithms. Specifically, we note takeaways related to job weights used in the AQA and AQA-SW policy, and takeaways related to demand response risks from using a site-wide power model.

First, the job weights learned by the AQA policy’s training mechanism depend on the relationship between server power properties and job performance properties, but not non-server power properties of the site. Future work may use this knowledge to reduce the search space when working with long-lived workload mixes across changing site-wide power efficiency.

Second, we note that there are competing risks in QoS and power tracking, from over-bidding or underbidding due to site-wide power-modelling inaccuracy. In our simple PUE model, the greatest risks are near the modeled data center’s transition between two different modes of site-level cooling operation. Future work in site-wide power management policies could investigate methods to proactively adjust bids for reduced risk when operating in a low-confidence region of a site-wide power model.
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