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Ω
ρw · uttdV =

�

Ω
∇w : σ + M : ∇w(xs)S(t)

s = 0, st = 0 at t = 0

Note: Free stress Boundary conditions ·n = 0 are
automatically included as natural boundary conditions.

Issue is simply choice of Discrete function space V for test
functions w and u.

Plate tectonics is only a kinematic 
description of surface motions.
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Seismicity of Subduction Zones
changes in-depth occur at !86.3! and !85.5!
longitude, at steps in the volcanic front that corre-
late with geochemical variations [Carr et al.,
2003]. The largest of these jumps is at !85.5!
where H changes from 130–140 km in Nicaragua
to 80–100 km in Costa Rica within 50 km along
strike, as the arc steps roughly 40 km toward the
trench (Figures 2d and 2e and auxiliary material
Figure S2). This discontinuity has been previously
observed [e.g., Carr and Stoiber, 1977; Protti et
al., 1994], with no evidence for a slab contortion. It
may correspond to changes in the structure and
perhaps composition of the upper plate [Carr et
al., 2003], corresponding to a terrane boundary
between continental crust in Nicaragua and an
oceanic plateau in Costa Rica. The Nicaragua
segment shows 50 km trenchward migration in
the last 10 Ma [Plank et al., 2002], so the slab
and arc geometry may be out of equilibrium. Of
course, transient geometries may be present else-
where, but this is one of the few places where rapid
recent arc migration is well documented.

4.3.3. Central Andes

[35] In the central Andes, between !21! and !24!
latitude, H increases from 100 km to 130 km, near
23!S, across a total distance of 300 km (Figure 12).
Schurr and Rietbrock [2004] have interpreted at-
tenuation measurements to indicate the existence of
a cool, strong fore-arc mass extending to "110 km
depth. This may impede magma generation, caus-
ing a shift in the volcanic front and increasing H.
Thus heterogeneity of the mantle wedge might
affect arc location.

4.4. Apparent WBZ Thickness and
Double Seismic Zones

[36] The measurement of slab width used to esti-
mate scatter in hypocenters also provides some
insight into internal structure of the WBZ. In
Northern Honshu, cross sections (Figure 2a) sug-
gest a double seismic zone in agreement with other
studies [Yoshii, 1979; Igarashi et al., 2001]. This
area has the smallest formal earthquake location
errors ef of any arc segment, and it also has a broad
apparent WBZ thickness, showing two peaks in the
distribution of earthquakes relative to the WBZ
surface (Figure 5a). For the Kuriles and Tonga,
where double seismic zones have been suggested
previously [Kao and Chen, 1994; Kawakatsu,
1985], we only find weak evidence for bimodal
distributions of earthquakes perpendicular to WBZ
surfaces, probably because the hypocentral errors

are relatively large and comparable to the seismic
zone widths (Figures 5b and 5c).

[37] As discussed in section 3.3, the apparent
thickness of the seismic zone exceeds that
predicted from formal errors by up to 45 km. A
significant positive correlation exists (R = 0.54, P =

Figure 12. Cross sections of EHB seismicity beneath
the northern Andes, exhibiting the increase in H behind
the Atacama block, with little change in the slab surface.
Earthquakes and volcanoes in map view follow the color
scheme of Figure 1 and are projected with a 50-km half
width.
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centers at depths 55–250 km. For seismicity gaps
of less than 100 km depth, the contours are linearly
interpolated. By comparison, England et al. [2004]
project both seismicity and volcanoes for several
hundred km along small circles, a procedure that
assumes both an uncontorted slab and the same
axis of curvature for slab and arc, within each
segment. At the trench and seaward, we equate the
top of the downgoing plate with the seafloor, here
approximated as a 6 km isobath at the trench, a
global average. A surface is fitted to these seafloor
and WBZ contours and then interpolated with the
method of Wessel and Smith [1991]; this surface is
referred to as the ‘‘slab surface.’’ By concentrating
on the details of the upper 250 km of seismic
zones, this procedure provides a slab surface that
much more closely resembles subarc seismicity
than a previous global compilation devised for
parameterizing global tomography [Gudmundsson
and Sambridge, 1998]; see comparison in Figure 2.

[9] The Cascadia, Mexican and Mediterranean
subduction zones are excluded for insufficient
seismicity. The Molucca Sea – Sulawesi region
is excluded for its complexity. In the northern
Andes, WBZ seismicity ceases trenchward of the
volcanic front so H cannot be determined, but other
parameters are tabulated. For points east of 86!W
in Central America, hypocenters from Protti et al.
[1994] are used to model sharp contortions.

[10] Most volcano locations come from the Smith-
sonian catalog [Siebert and Simkin, 2002], includ-

ing only those thought to have erupted during the
Holocene. In Central America, we use the volcano
catalog of Carr et al. [2003]. Additional submarine
volcanoes in Tonga and Kermadec are also
included from Arculus [2003, 2004]. The depth
of the slab surface beneath each volcano, H, is
interpolated from the digitized surface, wherever it
could be estimated beneath volcanoes.

[11] The parameter H is also averaged, from arc-
front volcanoes, in 500 km long arc segments
worldwide, to provide uniform sampling. A volca-
no is defined to be at the arc front if it is closer than
its immediate neighbor volcanoes, within a few
tens of km along strike. Figure 3 shows H and
other parameters for one arc system, as an example.

2.2. Determining Dip, Convergence
Velocity, and Slab Age

[12] From the digitized surfaces, slab dip (d) is
averaged in the direction of maximum dip, between
50 km and 250 km depth. This procedure removes
a natural correlation between d and H on a steep-
ening slab. The dip direction is not necessarily
perpendicular to the trench, nor always parallel to
the direction of convergence. The minimum depth
limit of 50 km coincides with the downdip limit of
typical thrust zones [Tichelaar and Ruff, 1993]. In
areas where the WBZ does not extend to 250 km
depth, d is averaged from the 50 km depth to the
deepest earthquakes. For each volcano, the strike
of the slab is defined as that perpendicular to the

Figure 1. Map of the arc sections discussed in this paper, with slab contours (curves) and volcanoes (triangles).
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Global Slab Contours and Volcanoes 
(Syracuse and Abers, 2006)
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Weak Form

Choose w,u ∈ V s.t.
�

Ω
ρw · uttdV =

�

Ω
∇w : σ + M : ∇w(xs)S(t)

s = 0, st = 0 at t = 0

Note: Free stress Boundary conditions ·n = 0 are
automatically included as natural boundary conditions.

Issue is simply choice of Discrete function space V for test
functions w and u.

What are the driving and resistive 
forces acting on  the plates?
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Mantle Convection

Computational Seismology

Weak Form
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Reigning Hypothesis for Plate tectonics is Solid 
State Thermal-Chemical Convection of the Earth’s 
mantle

NEWS & VIEWS

158 nature geoscience | VOL 1 | MARCH 2008 | www.nature.com/naturegeoscience

most of the mantle could be similar to the 
depleted upper mantle, with only small 
volumes of enriched, hidden material 
(J. C. Lassiter, Univ. Texas, Austin, USA). ! is 
ambiguity might be reduced if we knew more 
about three-dimensional mantle structures 
and the dynamical behaviour of the mantle.

! e 660 km discontinuity is key. ! ree-
dimensional models of mantle structure 
obtained using seismic data3,4 indicate 
that some subducted slabs penetrate the 
lower mantle, but many are de" ected above 
660 km (R. D. van der Hilst, Massachusetts 
Institute of Technology, USA). A dramatic 
change in the lateral spectrum of seismic 
heterogeneity can be seen at 660 km 
(a ‘red’ degree-2 dominated pattern 
above, and a ‘white’ spectrum below). 
! is was interpreted as evidence for a 
strong inhibition of mass " ux across this 
depth, suggesting that the observed slab 
penetration across the 660 km boundary 
must be episodic (A. M. Dziewonski, 
Harvard University, USA). Slab de" ection 
at 660 km could be caused by a change in 
the crystal structure (phase) that produces 
a sharp density increase (lateral variations 
in the depth of this phase change, due to 
di# erences in temperature or composition, 
produce density anomalies that resist slab 
penetration), and/or an increase in viscosity. 
Both possibilities have been the subject of 
many numerical studies5.

New calculations indicate a strong 
episodicity in mass " ux across the 
660 km depth when realistic mantle 
parameters are used (W. R. Peltier, Univ. 
Toronto, Canada), but in a time-averaged 

sense, this does not have much e# ect 
on the evolution of the mantle and 
core (S. L. Butler, Univ. Saskatchewan, 
Canada). Indeed, the mass transfer across 
660 km is larger than the " ux of slab 
material from above, despite the presence 
of a strong phase transition and a viscosity 
increase that are both expected to reduce 
this " ux (S. D. King, Virginia Tech, USA).

! e global average composition must 
change with depth in order to $ t seismic data 
(L. Cobden, Imperial College London, UK), 
with the region above 660 km enriched in 
subducted crust, and the region below 
660 km enriched in depleted harzburgite. 
Such strati$ cation is predicted by dynamical 
calculations that take into account 
composition-dependent phase transitions 
(P. J. Tackley, ETH Zurich, Switzerland), 
and is consistent with the radial pro$ le of 
seismic attenuation (F. Cammarano, Univ. 
California, Berkeley, USA).

Deeper in the mantle, compositional 
strati$ cation has been proposed, either just 
above the core–mantle boundary as a thick 
undulating layer, or in isolated piles6. Slabs 
are compositionally strati$ ed, producing 
seismic scattering that was used to track one 
slab sinking to the core–mantle boundary 
(B. Romanowicz, Univ. California, Berkeley, 
USA). If slabs reach the core–mantle 
boundary, do they stay there? One clue 
comes from seismic studies: there is growing 
evidence7,8 for large-scale compositional 
anomalies in the deep mantle in regions 
away from downwellings (R. D. van der Hilst, 
Massachusetts Institute of Technology, USA), 
which might be slab material or ‘primitive’ 

material. Another clue comes from the 
trace-element composition of volcanic rocks 
at hotspots: in particular, osmium-isotope 
studies9 show evidence for recycling of 
both parts of the slab — oceanic crust and 
melting-depleted harzburgite (J. Lassiter, 
Univ. Texas, Austin, USA). Hotspots are o% en 
thought to be caused by hot plumes rising 
from the core–mantle boundary. If true, 
this indicates that slab material accumulates 
above the core–mantle boundary.

! e emerging hypothesis is thus a 
mixture of layered and whole-mantle 
convection. At 660 km, slabs penetrate 
intermittently in space and time and 
a globally averaged compositional 
strati$ cation is maintained by the in" uence 
of phase transitions, while still allowing 
substantial mass exchange. ! e deepest 
mantle may contain piles of primitive 
material or subducted material that has 
gravitationally settled. ! e entire mantle is 
permeated by a mixture of compositionally 
distinct components, heterogeneous at all 
lengthscales. Two other recent proposals 
may also play a role: the e# ects of water 
may keep the transition zone enriched 
in trace elements10, and a concentration 
of trace elements may exist in a ‘magma 
ocean’ that has always existed above the 
core–mantle boundary11.

To resolve these issues, improved 
geochemical and geophysical data 
are essential, and so is quantitative 
testing of conceptual models. Direct 
numerical simulation of thermochemical 
mantle processes couples melting-
induced di# erentiation and trace-
element partitioning, convective 
mixing or segregation, and mineral 
physics information on rock physical 
properties and phase transitions. Such 
simulations, for example those presented 
at the meeting by P. E. van Keken, Univ. 
Michigan, USA, can generate synthetic 
geochemical and geophysical data for 
comparison with observations, and are a 
promising integrative approach to testing 
hypotheses and understanding the nature 
of the Earth’s mantle.
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supply behind river dams upstream6, and 
hydrological alterations and reclamation, 
such as the construction of levees that 
block river input to the delta plain7. If 
we are to manage deltas for the better, it 
is imperative to understand clearly how 
they form, how we have modi! ed them, 
and what our realistic expectations for 
sustaining them should be.

Törnqvist and colleagues’ contribution 
is to analyse deposits from more than 100 
shallow boreholes in the Mississippi plain 
just over 100 kilometres to the west of 
New Orleans. " ese sediments show a clear 
transition, dated to around 1,500 years ago, 
from older wood-peat deposits to younger 
# uvial deposits. At that time, the area must 
have been a coastal swamp lying at, or just 
above, high-tide level.

By assessing the deformation of this 
transition line in relation to the thickness 
of the deposits above, the authors were 
able to assess the rate of compaction of 
the underlying peat in the time since the 
# uvial deposits began to be laid down. 
" ey could thus isolate the contribution of 
this compaction to the overall change of 
sea level relative to the land. " e rates they 
establish — some 5 mm per year — suggest 
that the compaction of underlying peat 
is indeed highly signi! cant, providing 

space to accommodate large quantities of 
# uvial sediment.

A central element of schemes to restore 
the Mississippi delta and others like it 
worldwide is the reintroduction, on various 
scales, of river water onto the delta plain. If 
Törnqvist and colleagues’ estimation of the 
rate of compaction in the Mississippi delta 
is right — and, as they point out1, there are 
reasons to believe that it is a conservative 
estimate — then any e$ ective diversions 
will need to involve large amounts of # uvial 
sediments, similar to the quantities moved 
in natural processes such as the breaching 
of river banks (creating ‘crevasses’) and 
large # oods. Because compaction is highly 
variable in space and time, depending on 
the underlying strata, the e$ ectiveness 
of such diversions depends on a detailed 
understanding of sedimentary architecture 
underneath. A similar variability applies to 
other processes crucial to the preservation 
of deltas, such as sediment and water 
delivery, wetland development and 
maintenance, and the redistribution of 
coastal sediments. Future research should 
therefore focus on how this heterogeneity 
a$ ects large-scale delta dynamics.

" e e$ ects of climate change —
accelerated and possibly erratic sea-level 
rise, probably stronger and more frequent 

hurricanes, and alterations in the 
hydrological cycle a$ ecting freshwater 
input into deltas — will also have to be 
taken into account when developing 
delta-management strategies. Against 
a backdrop of rising energy prices, 
restoration strategies should not depend 
on energy-intensive techniques such as the 
dredging and pumping of sediments over 
long distances for beach nourishment and 
marsh building. Rather, ecotechnological 
approaches that depend mainly on natural 
energies such as tides, waves and natural 
currents to disperse freshwater and 
sediments should be favoured8. " e kind of 
detailed knowledge supplied by work such 
as that of Törnqvist et al. can only help us in 
making informed decisions.

References
1. Törnqvist, T. et al. Nature Geosci. 1, 173–176 (2008).
2. Nittrouer, C. A. et al. (eds) Continental-Margin Sedimentation: 

From Sediment Transport to Sequence Stratigraphy 
(Wiley–Blackwell, 2007).

3. McKee, B. A, Aller, R. C., Allison, M. A., Bianchi, T. S. & 
Kineke, G. C. Continent. Shelf Res. 24, 899–926 (2004).

4. Giosan, L. & Bhattacharya, J. P. (eds) River Deltas — Concepts, 
Models and Examples (SEPM, Tulsa, Oklahoma, 2005).

5. Costanza, R. et al. Nature 387, 253–260 (1997).
6. Syvitski, J. P. M., Vörösmarty, C., Kettner, A. J. & Green, P. 

Science 308, 376–380 (2005).
7. Day, J. et al. Science 315, 229–250 (2007).
8. Mitsch, W. & Jorgensen, S. Ecological Engineering and Ecosystem 

Restoration (John Wiley, Hoboken, New Jersey, 2004).

Paul J. Tackley
is at the Institute für Geophysik, ETH Zürich, 
Schafmattstrasse 30, 8093 Zürich, Switzerland.

e-mail: ptackley@ethz.ch

Since the late 1960s, when plate tectonics 
and slow, creeping convection of 
the rocky mantle became accepted, 

geoscientists have been debating whether 
convection extends from the surface to 
the core–mantle boundary, or whether the 
mantle is compositionally and dynamically 
layered. Geochemical observations appeared 
to support layering, whereas geophysical 
observations tended to support whole-mantle 
convection. " e potential compositional 
boundary was typically put at 660 km 
depth, corresponding to the major seismic 

discontinuity that marks the boundary 
between the upper mantle and lower mantle. 
A range of possible reconciliations have been 
proposed, including leaky layering at 660 km, 
layering deeper in the mantle, or ubiquitous 
compositional heterogeneity like a ‘plum 
pudding’. " is debate continues, and was the 
focus of a special Union session “Whole or 
Layered Mantle Convection” at the AGU Fall 
Meeting held in December in San Francisco1.

" ere are two geochemical observations 
that suggest there are distinct reservoirs in 
the Earth’s mantle — a concept that is, at 
! rst sight, incompatible with whole-mantle 
mixing. First, the upper mantle is depleted 
in incompatible trace elements compared 
with what is expected from primitive 
planet-building material that the Earth 

should, on average, be composed of. " e 
! ndings from the upper mantle therefore 
require there to be complementary enriched 
material somewhere else. Second, several 
isotopically distinct components can be 
traced in volcanic rocks, so these must exist 
in the mantle2. By contrast, geophysical 
observations, in particular from seismology, 
indicate that some subducted oceanic plates, 
known as slabs, sink all the way into the 
lower mantle (Fig. 1). " is seems to rule out 
complete layering at 660 km.

In light of this controversy, geochemical 
observations have been interpreted to 
support di$ erent conceptual models: while 
some geochemists argue for ‘leaky’ layered 
convection (C. J. Allegre, Institut de Physique 
du Globe, Paris, France), others argue that 

Whether convection in the Earth’s mantle extends through its entire depth or if the mantle 
is layered has long been debated. Recent research suggests that spatially and temporally 
intermittent or partial layering is the most likely solution.
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most of the mantle could be similar to the 
depleted upper mantle, with only small 
volumes of enriched, hidden material 
(J. C. Lassiter, Univ. Texas, Austin, USA). ! is 
ambiguity might be reduced if we knew more 
about three-dimensional mantle structures 
and the dynamical behaviour of the mantle.

! e 660 km discontinuity is key. ! ree-
dimensional models of mantle structure 
obtained using seismic data3,4 indicate 
that some subducted slabs penetrate the 
lower mantle, but many are de" ected above 
660 km (R. D. van der Hilst, Massachusetts 
Institute of Technology, USA). A dramatic 
change in the lateral spectrum of seismic 
heterogeneity can be seen at 660 km 
(a ‘red’ degree-2 dominated pattern 
above, and a ‘white’ spectrum below). 
! is was interpreted as evidence for a 
strong inhibition of mass " ux across this 
depth, suggesting that the observed slab 
penetration across the 660 km boundary 
must be episodic (A. M. Dziewonski, 
Harvard University, USA). Slab de" ection 
at 660 km could be caused by a change in 
the crystal structure (phase) that produces 
a sharp density increase (lateral variations 
in the depth of this phase change, due to 
di# erences in temperature or composition, 
produce density anomalies that resist slab 
penetration), and/or an increase in viscosity. 
Both possibilities have been the subject of 
many numerical studies5.

New calculations indicate a strong 
episodicity in mass " ux across the 
660 km depth when realistic mantle 
parameters are used (W. R. Peltier, Univ. 
Toronto, Canada), but in a time-averaged 

sense, this does not have much e# ect 
on the evolution of the mantle and 
core (S. L. Butler, Univ. Saskatchewan, 
Canada). Indeed, the mass transfer across 
660 km is larger than the " ux of slab 
material from above, despite the presence 
of a strong phase transition and a viscosity 
increase that are both expected to reduce 
this " ux (S. D. King, Virginia Tech, USA).

! e global average composition must 
change with depth in order to $ t seismic data 
(L. Cobden, Imperial College London, UK), 
with the region above 660 km enriched in 
subducted crust, and the region below 
660 km enriched in depleted harzburgite. 
Such strati$ cation is predicted by dynamical 
calculations that take into account 
composition-dependent phase transitions 
(P. J. Tackley, ETH Zurich, Switzerland), 
and is consistent with the radial pro$ le of 
seismic attenuation (F. Cammarano, Univ. 
California, Berkeley, USA).

Deeper in the mantle, compositional 
strati$ cation has been proposed, either just 
above the core–mantle boundary as a thick 
undulating layer, or in isolated piles6. Slabs 
are compositionally strati$ ed, producing 
seismic scattering that was used to track one 
slab sinking to the core–mantle boundary 
(B. Romanowicz, Univ. California, Berkeley, 
USA). If slabs reach the core–mantle 
boundary, do they stay there? One clue 
comes from seismic studies: there is growing 
evidence7,8 for large-scale compositional 
anomalies in the deep mantle in regions 
away from downwellings (R. D. van der Hilst, 
Massachusetts Institute of Technology, USA), 
which might be slab material or ‘primitive’ 

material. Another clue comes from the 
trace-element composition of volcanic rocks 
at hotspots: in particular, osmium-isotope 
studies9 show evidence for recycling of 
both parts of the slab — oceanic crust and 
melting-depleted harzburgite (J. Lassiter, 
Univ. Texas, Austin, USA). Hotspots are o% en 
thought to be caused by hot plumes rising 
from the core–mantle boundary. If true, 
this indicates that slab material accumulates 
above the core–mantle boundary.

! e emerging hypothesis is thus a 
mixture of layered and whole-mantle 
convection. At 660 km, slabs penetrate 
intermittently in space and time and 
a globally averaged compositional 
strati$ cation is maintained by the in" uence 
of phase transitions, while still allowing 
substantial mass exchange. ! e deepest 
mantle may contain piles of primitive 
material or subducted material that has 
gravitationally settled. ! e entire mantle is 
permeated by a mixture of compositionally 
distinct components, heterogeneous at all 
lengthscales. Two other recent proposals 
may also play a role: the e# ects of water 
may keep the transition zone enriched 
in trace elements10, and a concentration 
of trace elements may exist in a ‘magma 
ocean’ that has always existed above the 
core–mantle boundary11.

To resolve these issues, improved 
geochemical and geophysical data 
are essential, and so is quantitative 
testing of conceptual models. Direct 
numerical simulation of thermochemical 
mantle processes couples melting-
induced di# erentiation and trace-
element partitioning, convective 
mixing or segregation, and mineral 
physics information on rock physical 
properties and phase transitions. Such 
simulations, for example those presented 
at the meeting by P. E. van Keken, Univ. 
Michigan, USA, can generate synthetic 
geochemical and geophysical data for 
comparison with observations, and are a 
promising integrative approach to testing 
hypotheses and understanding the nature 
of the Earth’s mantle.
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supply behind river dams upstream6, and 
hydrological alterations and reclamation, 
such as the construction of levees that 
block river input to the delta plain7. If 
we are to manage deltas for the better, it 
is imperative to understand clearly how 
they form, how we have modi! ed them, 
and what our realistic expectations for 
sustaining them should be.

Törnqvist and colleagues’ contribution 
is to analyse deposits from more than 100 
shallow boreholes in the Mississippi plain 
just over 100 kilometres to the west of 
New Orleans. " ese sediments show a clear 
transition, dated to around 1,500 years ago, 
from older wood-peat deposits to younger 
# uvial deposits. At that time, the area must 
have been a coastal swamp lying at, or just 
above, high-tide level.

By assessing the deformation of this 
transition line in relation to the thickness 
of the deposits above, the authors were 
able to assess the rate of compaction of 
the underlying peat in the time since the 
# uvial deposits began to be laid down. 
" ey could thus isolate the contribution of 
this compaction to the overall change of 
sea level relative to the land. " e rates they 
establish — some 5 mm per year — suggest 
that the compaction of underlying peat 
is indeed highly signi! cant, providing 

space to accommodate large quantities of 
# uvial sediment.

A central element of schemes to restore 
the Mississippi delta and others like it 
worldwide is the reintroduction, on various 
scales, of river water onto the delta plain. If 
Törnqvist and colleagues’ estimation of the 
rate of compaction in the Mississippi delta 
is right — and, as they point out1, there are 
reasons to believe that it is a conservative 
estimate — then any e$ ective diversions 
will need to involve large amounts of # uvial 
sediments, similar to the quantities moved 
in natural processes such as the breaching 
of river banks (creating ‘crevasses’) and 
large # oods. Because compaction is highly 
variable in space and time, depending on 
the underlying strata, the e$ ectiveness 
of such diversions depends on a detailed 
understanding of sedimentary architecture 
underneath. A similar variability applies to 
other processes crucial to the preservation 
of deltas, such as sediment and water 
delivery, wetland development and 
maintenance, and the redistribution of 
coastal sediments. Future research should 
therefore focus on how this heterogeneity 
a$ ects large-scale delta dynamics.

" e e$ ects of climate change —
accelerated and possibly erratic sea-level 
rise, probably stronger and more frequent 

hurricanes, and alterations in the 
hydrological cycle a$ ecting freshwater 
input into deltas — will also have to be 
taken into account when developing 
delta-management strategies. Against 
a backdrop of rising energy prices, 
restoration strategies should not depend 
on energy-intensive techniques such as the 
dredging and pumping of sediments over 
long distances for beach nourishment and 
marsh building. Rather, ecotechnological 
approaches that depend mainly on natural 
energies such as tides, waves and natural 
currents to disperse freshwater and 
sediments should be favoured8. " e kind of 
detailed knowledge supplied by work such 
as that of Törnqvist et al. can only help us in 
making informed decisions.
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Since the late 1960s, when plate tectonics 
and slow, creeping convection of 
the rocky mantle became accepted, 

geoscientists have been debating whether 
convection extends from the surface to 
the core–mantle boundary, or whether the 
mantle is compositionally and dynamically 
layered. Geochemical observations appeared 
to support layering, whereas geophysical 
observations tended to support whole-mantle 
convection. " e potential compositional 
boundary was typically put at 660 km 
depth, corresponding to the major seismic 

discontinuity that marks the boundary 
between the upper mantle and lower mantle. 
A range of possible reconciliations have been 
proposed, including leaky layering at 660 km, 
layering deeper in the mantle, or ubiquitous 
compositional heterogeneity like a ‘plum 
pudding’. " is debate continues, and was the 
focus of a special Union session “Whole or 
Layered Mantle Convection” at the AGU Fall 
Meeting held in December in San Francisco1.

" ere are two geochemical observations 
that suggest there are distinct reservoirs in 
the Earth’s mantle — a concept that is, at 
! rst sight, incompatible with whole-mantle 
mixing. First, the upper mantle is depleted 
in incompatible trace elements compared 
with what is expected from primitive 
planet-building material that the Earth 

should, on average, be composed of. " e 
! ndings from the upper mantle therefore 
require there to be complementary enriched 
material somewhere else. Second, several 
isotopically distinct components can be 
traced in volcanic rocks, so these must exist 
in the mantle2. By contrast, geophysical 
observations, in particular from seismology, 
indicate that some subducted oceanic plates, 
known as slabs, sink all the way into the 
lower mantle (Fig. 1). " is seems to rule out 
complete layering at 660 km.

In light of this controversy, geochemical 
observations have been interpreted to 
support di$ erent conceptual models: while 
some geochemists argue for ‘leaky’ layered 
convection (C. J. Allegre, Institut de Physique 
du Globe, Paris, France), others argue that 

Whether convection in the Earth’s mantle extends through its entire depth or if the mantle 
is layered has long been debated. Recent research suggests that spatially and temporally 
intermittent or partial layering is the most likely solution.
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Choose w,u ∈ V s.t.
�

Ω
ρw · uttdV =

�

Ω
∇w : σ + M : ∇w(xs)S(t)

s = 0, st = 0 at t = 0

Note: Free stress Boundary conditions ·n = 0 are
automatically included as natural boundary conditions.

Issue is simply choice of Discrete function space V for test
functions w and u.

Propagation of elastic seismic waves shows that 
most of the planet is crystalline solid

Computational Seismology

Weak Form

Choose w,u ∈ V s.t.
�

Ω
ρw · uttdV =

�

Ω
∇w : σ + M : ∇w(xs)S(t)

s = 0, st = 0 at t = 0

Note: Free stress Boundary conditions ·n = 0 are
automatically included as natural boundary conditions.

Issue is simply choice of Discrete function space V for test
functions w and u.

Experiments show that Silicate rocks have 
ductile (if complex) rheologies at elevated 
Temperature and Pressure

Computational Seismology

Infinite Prandtl number thermal convection (Bouissinesq Approx)

ρcP

�
∂T

∂t
+ v · ∇T

�
= ∇· k∇T

−∇·
�
η

�
∇v + ∇v

T
��

+ ∇P = ρ(T )g

∇· v = 0

ρ(T , c)
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Rheology of Silicate Rocks

http://rst.gsfc.nasa.gov/Sect2/eclogiteFoldsNordfjord.jpg
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Rheology of Silicate Rocks
Computational Seismology
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Computational Seismology

Weak Form

Choose w,u ∈ V s.t.
�

Ω
ρw · uttdV =

�

Ω
∇w : σ + M : ∇w(xs)S(t)

s = 0, st = 0 at t = 0

Note: Free stress Boundary conditions ·n = 0 are
automatically included as natural boundary conditions.

Issue is simply choice of Discrete function space V for test
functions w and u.

Rocks are generally Visco-Elastic-Plastic

Computational Seismology

Weak Form

Choose w,u ∈ V s.t.
�

Ω
ρw · uttdV =

�

Ω
∇w : σ + M : ∇w(xs)S(t)

s = 0, st = 0 at t = 0

Note: Free stress Boundary conditions ·n = 0 are
automatically included as natural boundary conditions.

Issue is simply choice of Discrete function space V for test
functions w and u.

On short time scales, they are 
essentially elastic (G=1011 Pa)

Computational Seismology

Weak Form

Choose w,u ∈ V s.t.
�

Ω
ρw · uttdV =

�

Ω
∇w : σ + M : ∇w(xs)S(t)

s = 0, st = 0 at t = 0

Note: Free stress Boundary conditions ·n = 0 are
automatically included as natural boundary conditions.

Issue is simply choice of Discrete function space V for test
functions w and u.

At sufficiently high P-T (but still sub-
solidus)  Rocks can be describe using a 
viscous rheology (                        )

Computational Seismology

Weak Form

Choose w,u ∈ V s.t.
�

Ω
ρw · uttdV =

�

Ω
∇w : σ + M : ∇w(xs)S(t)

s = 0, st = 0 at t = 0

Note: Free stress Boundary conditions ·n = 0 are
automatically included as natural boundary conditions.

Issue is simply choice of Discrete function space V for test
functions w and u.

Maxwell time is          ~ 4 months - 
32000 yrs.  Deformation on time-scales 
<< shorter than      behave elastically  
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Rheology of Silicate Rocks
Computational Seismology

General form of viscosity

η(T , �̇) = C1 exp

�
C2

T

�
�̇(n−1)/n
II

where

�̇II =
√

�̇ : �̇ 2nd invariant of strain rate tensor

�̇ = 1/2
�
∇v + ∇v

T
�

strain rate tensor

n ∼ 1− 5 stress exponent (1 is Newtonian)

At mantle (T ,P), η ∼ 1018 − 1024 Pa s

The viscosity of water is 10−3 Pa s!

Mantle Reynolds Number Re = ρU0d
η < 10−18
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Rheology of Silicate Rocks

Even at the scale of the planet: Inertia is negligible

Computational Seismology

General form of viscosity
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At mantle (T ,P), η ∼ 1018 − 1024 Pa s

The viscosity of water is 10−3 Pa s!
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η < 10−18
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Computational Seismology

Infinite Prandtl number thermal convection (Bouissinesq Approx)

Conservation of Energy

ρcP

�
∂T

∂t
+ v · ∇T

�
= ∇· k∇T

Conservation of Momentum (no inertia)

−∇·
�
η

�
∇v + ∇v

T
��

+ ∇P = ρ(T )g

Conservation of Mass (incompressible flow)

∇· v = 0

Mathematical Description of Mantle 
Convection
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Computational Seismology

Infinite Prandtl number thermal convection (Bouissinesq Approx)
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Computational Seismology

Infinite Prandtl number thermal convection (Bouissinesq Approx)

Conservation of Energy

ρcP

�
∂T

∂t
+ v · ∇T

�
= ∇· k∇T

Conservation of Momentum (no inertia)

−∇·
�
η

�
∇v + ∇v

T
��

+ ∇P = ρ(T )g

Conservation of Mass (incompressible flow)

∇· v = 0

Mathematical Description of Mantle 
Convection

Stokes Eq.

Coupled, non-linear parabolic/elliptic system
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Computational Seismology

Infinite Prandtl number thermal convection (Bouissinesq Approx)

ρcP

�
∂T

∂t
+ v · ∇T

�
= ∇· k∇T

−∇·
�
η

�
∇v + ∇v

T
��

+ ∇P = ρ(T )g

∇· v = 0

Mathematical/Computational Issues

Stokes

Computational Seismology

Weak Form

Choose w,u ∈ V s.t.
�

Ω
ρw · uttdV =

�

Ω
∇w : σ + M : ∇w(xs)S(t)

s = 0, st = 0 at t = 0

Note: Free stress Boundary conditions ·n = 0 are
automatically included as natural boundary conditions.

Issue is simply choice of Discrete function space V for test
functions w and u.

 Coupled Multi-physics problem
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 Two sources of coupling
advection and buoyancy (creates        )
constitutive relationships 
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 Time-dependence from Energy equations coupled to global 
Elliptic problem to be solved at every time step

Computational Seismology
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Computational Seismology
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η(T , v)
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Computational Seismology

Infinite Prandtl number thermal convection (Bouissinesq Approx)
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Computational Seismology

Infinite Prandtl number thermal convection (Bouissinesq Approx)
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Simple problem: isoviscous 2-D convectionComputational Seismology

Weak Form

Choose w,u ∈ V s.t.
�

Ω
ρw · uttdV =

�

Ω
∇w : σ + M : ∇w(xs)S(t)

s = 0, st = 0 at t = 0

Note: Free stress Boundary conditions ·n = 0 are
automatically included as natural boundary conditions.

Issue is simply choice of Discrete function space V for test
functions w and u.

Hybrid FEniCS/PETSc multi-physics codes

Computational Seismology

Weak Form

Choose w,u ∈ V s.t.
�

Ω
ρw · uttdV =

�

Ω
∇w : σ + M : ∇w(xs)S(t)

s = 0, st = 0 at t = 0

Note: Free stress Boundary conditions ·n = 0 are
automatically included as natural boundary conditions.

Issue is simply choice of Discrete function space V for test
functions w and u.

Too “fluidy”, no Plates, 2-D

Computational Seismology

Weak Form

Choose w,u ∈ V s.t.
�

Ω
ρw · uttdV =

�

Ω
∇w : σ + M : ∇w(xs)S(t)

s = 0, st = 0 at t = 0

Note: Free stress Boundary conditions ·n = 0 are
automatically included as natural boundary conditions.

Issue is simply choice of Discrete function space V for test
functions w and u.

Predicts lots of small scale structure

Computational Seismology

Weak Form

Choose w,u ∈ V s.t.
�

Ω
ρw · uttdV =

�

Ω
∇w : σ + M : ∇w(xs)S(t)

s = 0, st = 0 at t = 0

Note: Free stress Boundary conditions ·n = 0 are
automatically included as natural boundary conditions.

Issue is simply choice of Discrete function space V for test
functions w and u.

Resolution requires resolving evolving boundary layers
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Computational Issues

Computational Seismology

Weak Form

Choose w,u ∈ V s.t.
�

Ω
ρw · uttdV =

�

Ω
∇w : σ + M : ∇w(xs)S(t)

s = 0, st = 0 at t = 0

Note: Free stress Boundary conditions ·n = 0 are
automatically included as natural boundary conditions.

Issue is simply choice of Discrete function space V for test
functions w and u.

3-D with strong localization
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Computational Issues

Computational Seismology
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Computational Seismology

Weak Form
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Ω
ρw · uttdV =

�

Ω
∇w : σ + M : ∇w(xs)S(t)

s = 0, st = 0 at t = 0

Note: Free stress Boundary conditions ·n = 0 are
automatically included as natural boundary conditions.

Issue is simply choice of Discrete function space V for test
functions w and u.

Time Dependent,  Non-linear problem
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Computational Issues

Computational Seismology

Weak Form
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Note: Free stress Boundary conditions ·n = 0 are
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Time Dependent,  Non-linear problem

Computational Seismology

Weak Form

Choose w,u ∈ V s.t.
�

Ω
ρw · uttdV =

�

Ω
∇w : σ + M : ∇w(xs)S(t)

s = 0, st = 0 at t = 0

Note: Free stress Boundary conditions ·n = 0 are
automatically included as natural boundary conditions.

Issue is simply choice of Discrete function space V for test
functions w and u.

Coupled Parabolic/Elliptic problem requires 
efficient Elliptic solver and accurate time-
stepping of nearly hyperbolic transport

Computational Seismology

Weak Form

Choose w,u ∈ V s.t.
�

Ω
ρw · uttdV =

�

Ω
∇w : σ + M : ∇w(xs)S(t)

s = 0, st = 0 at t = 0

Note: Free stress Boundary conditions ·n = 0 are
automatically included as natural boundary conditions.

Issue is simply choice of Discrete function space V for test
functions w and u.

3-D non-linear elliptic problem implies 
iterative methods

Computational Seismology

Weak Form

Choose w,u ∈ V s.t.
�

Ω
ρw · uttdV =

�

Ω
∇w : σ + M : ∇w(xs)S(t)

s = 0, st = 0 at t = 0

Note: Free stress Boundary conditions ·n = 0 are
automatically included as natural boundary conditions.

Issue is simply choice of Discrete function space V for test
functions w and u.

Saddle point problems are difficult, require 
clever pre-conditioners/solvers
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Computational Issues
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Computational Seismology

Weak Form

Choose w,u ∈ V s.t.
�

Ω
ρw · uttdV =

�

Ω
∇w : σ + M : ∇w(xs)S(t)

s = 0, st = 0 at t = 0

Note: Free stress Boundary conditions ·n = 0 are
automatically included as natural boundary conditions.

Issue is simply choice of Discrete function space V for test
functions w and u.

Much harder problem than Comp. Seismology
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Some Existing Computational Codes
Finite Element

3-D Spherical Compressible convection 
Low order Q1-P0 elements, on 12cap sphere mesh
Uzawa Scheme for Stokes
Well Benchmarked and Documented
Developed & Distributed by CIG
www.geodynamics.org

3-D Cartesian incompressible convection 
Low order Q1-P0, PIC code
Uzawa Scheme for Stokes
http://www.underworldproject.org/index.html

Underworld 
Moresi et al..
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Some Existing Computational approaches
Finite Elementdeall.ii www.dealii.org

Tutorial Stokes solution 
for 3-D mid-ocean ridge 
spreading. 

2-D Convection Tutorial

General parallel FEM 
Library for FEM solution 
on Forest of Octree, 
adaptive meshes.

Current release 6.3.1, 
QPL
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Some Existing Computational approaches

Finite Volume: STAG, STAGYY

Computational Seismology

Weak Form

Choose w,u ∈ V s.t.
�

Ω
ρw · uttdV =

�

Ω
∇w : σ + M : ∇w(xs)S(t)

s = 0, st = 0 at t = 0

Note: Free stress Boundary conditions ·n = 0 are
automatically included as natural boundary conditions.

Issue is simply choice of Discrete function space V for test
functions w and u.

 Paul Tackley, ETH

Computational Seismology

Weak Form

Choose w,u ∈ V s.t.
�

Ω
ρw · uttdV =

�

Ω
∇w : σ + M : ∇w(xs)S(t)

s = 0, st = 0 at t = 0

Note: Free stress Boundary conditions ·n = 0 are
automatically included as natural boundary conditions.

Issue is simply choice of Discrete function space V for test
functions w and u.

Staggered Mesh, cartesian, “yin-yang” spherical

Computational Seismology

Weak Form

Choose w,u ∈ V s.t.
�

Ω
ρw · uttdV =

�

Ω
∇w : σ + M : ∇w(xs)S(t)

s = 0, st = 0 at t = 0

Note: Free stress Boundary conditions ·n = 0 are
automatically included as natural boundary conditions.

Issue is simply choice of Discrete function space V for test
functions w and u.

2nd order Geometric MG Stokes solver (custom) 
based on SIMPLER style projection

Computational Seismology

Weak Form

Choose w,u ∈ V s.t.
�

Ω
ρw · uttdV =

�

Ω
∇w : σ + M : ∇w(xs)S(t)

s = 0, st = 0 at t = 0

Note: Free stress Boundary conditions ·n = 0 are
automatically included as natural boundary conditions.

Issue is simply choice of Discrete function space V for test
functions w and u.

MPDATA - corrected upwind advection scheme

Computational Seismology

Weak Form

Choose w,u ∈ V s.t.
�

Ω
ρw · uttdV =

�

Ω
∇w : σ + M : ∇w(xs)S(t)

s = 0, st = 0 at t = 0

Note: Free stress Boundary conditions ·n = 0 are
automatically included as natural boundary conditions.

Issue is simply choice of Discrete function space V for test
functions w and u.

Proprietary research code

Please cite this article in press as: Tackley, P.J., Modelling compressible mantle convection with large viscosity contrasts in a three-dimensional
spherical shell using the yin-yang grid. Phys. Earth Planet. Interiors (2008), doi:10.1016/j.pepi.2008.08.005

ARTICLE IN PRESSG Model
PEPI-5046; No. of Pages 12

P.J. Tackley / Physics of the Earth and Planetary Interiors xxx (2008) xxx–xxx 3

Fig. 1. Various results obtained with StagYY. The top row illustrates alternative geometries that can be modelled by changing one input switch, all for basal heated convection at
Ra = 105: (a) cartesian, (b) spherical patch, and (c) 2D spherical annulus, spherical axisymmetric, or cartesian. (d) Isoviscous or (e) viscosity contrast 20 tetrahedral benchmark
cases with Ra = 7000; isosurface of T = 0.4 is shown. (f) Compressible convection with an endothermic phase change at 670 km depth and parameters as in Tackley et al.
(1993). (g–i) Basally heated convection at Ra = 105: isoviscous, viscosity contrast 103 or 106, respectively. (j) Residual temperature isosurfaces (k) composition isosurfaces
and (l) post-perovskite for compressible thermo-chemical multi-phase convection discussed in (Nakagawa and Tackley, 2008), (m and n) viscosity in the outer layer and
(o) temperature isosurface for internally heated convection with visco-plastic temperature-dependent viscosity, showing self-consistent generation of tectonic plates with
parameters similar to Tackley (2000a,b) and van Heck and Tackley (in press).

Tackley, P. J., Phys. Earth Planet. Inter, 171 (1-4), 
7-18, doi: 10.1016/j.pepi.2008.08.005. PDF

coordinates, {vr
n, vq

n, vf
n}, and in the Yang’s

coordinates, {vr
e, vq

e, vf
e}, are different.

[17] Because the Yin-Yang transformation denoted
by equation (2) is a rotation about the origin (r =
0), the radial component of the vector is invariant
(vr

n = vr
e), and horizontal components are mapped

by local rotation transforms, as shown in Figure 2b,
where the rotation angle y is a function of latitude
and longitude;
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To find the expression of y, we consider unit
vectors in q and f directions on the Yin and Yang
coordinates. From Figure 2b, we see

cosy ¼ f̂n % f̂e; ð15Þ

siny ¼ "f̂n % q̂e; ð16Þ

where q̂‘ and f̂‘ are unit vectors in q and f
directions in the component grid ‘, with ‘ = n for
Yin grid, and ‘ = e for Yang grid. The unit vectors
x̂‘, ŷ‘, ẑ‘ in the Cartesian coordinates are related to
q̂‘, f̂‘ by

f̂e ¼ " sinfe x̂e þ cosfe ŷe; ð17Þ

f̂n ¼ " sinfn x̂n þ cosfn ŷn

¼ sinfn x̂e þ cosfn ẑe; ð18Þ

q̂e ¼ cos qe cosfe x̂e þ cos qe sinfe ŷe " sin qeẑe: ð19Þ

Substituting equations (17) and (18) into (15), we
get

cosy ¼ " sinfe sinfn: ð20Þ

Substituting equations (18) and (19) into (16), we
get

siny ¼ cos qe cosfe sinfn " sin qe cosfn

¼ 1

sin qe sin qn
cos qe sin qe cosfeð Þ sin qn sinfnð Þf

" sin2 qe sin qn cosfnð Þ
!

¼ " cosfe

sin qn

¼ cosfn

sin qe
: ð21Þ

Here we have used equations (7)–(9).

[18] From equations (20), (21), (15), (16) and (14),
we obtain the transformation formula of the vector
components (vr, vq, vf) by
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with the transformation matrix

P ¼

1 0 0

0 " sinfe sinfn " cosfn= sin qe

0 cosfn= sin qe " sinfe sinfn
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: ð23Þ

Since Yin and Yang coordinates are symmetric, the
inverse transformation from Yang into Yin is given
by the interchange of the suffixes:

P"1 ¼

1 0 0

0 " sinfn sinfe " cosfe= sin qn

0 cosfe= sin qn " sinfn sinfe

0

B

B

B

B

@

1
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C
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A

: ð24Þ

Note also that

P2 ¼ 1; ð25Þ

which indicates the complemental relation between
Yin and Yang coordinates.

[19] When we see the component grid of the
basic Yin-Yang grid shown in Figure 1 in the
Mercator projection, it is a rectangle; the four
corners intrude most into the other component

Figure 3. Three-dimensional Yin-Yang grid for spher-
ical shell geometry. This is constructed by piling up the
basic Yin-Yang grid shown in Figure 1 in the radial
direction.
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Figure 5. (a and b) AYin-Yang grid with minimum overlap that has the baseball-like border curve between Yin and
Yang grids. Corresponding spherical dissection is given in Figures 4a or 4c.
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Computational Issues

Computational Seismology

Weak Form

Choose w,u ∈ V s.t.
�

Ω
ρw · uttdV =

�

Ω
∇w : σ + M : ∇w(xs)S(t)

s = 0, st = 0 at t = 0

Note: Free stress Boundary conditions ·n = 0 are
automatically included as natural boundary conditions.

Issue is simply choice of Discrete function space V for test
functions w and u.

3-D Multi-scale elliptic problem 

Computational Seismology

Weak Form

Choose w,u ∈ V s.t.
�

Ω
ρw · uttdV =

�

Ω
∇w : σ + M : ∇w(xs)S(t)

s = 0, st = 0 at t = 0

Note: Free stress Boundary conditions ·n = 0 are
automatically included as natural boundary conditions.

Issue is simply choice of Discrete function space V for test
functions w and u.

Plate boundaries are narrow-weak zones 
~1km

Computational Seismology

Weak Form

Choose w,u ∈ V s.t.
�

Ω
ρw · uttdV =

�

Ω
∇w : σ + M : ∇w(xs)S(t)

s = 0, st = 0 at t = 0

Note: Free stress Boundary conditions ·n = 0 are
automatically included as natural boundary conditions.

Issue is simply choice of Discrete function space V for test
functions w and u.

But elliptic nature of flow field says global 
flow is sensitive to small scale weak 
features. (rigid vs. broken lid e.g.)
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Please cite this article in press as: Tackley, P.J., Modelling compressible mantle convection with large viscosity contrasts in a three-dimensional
spherical shell using the yin-yang grid. Phys. Earth Planet. Interiors (2008), doi:10.1016/j.pepi.2008.08.005
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Fig. 1. Various results obtained with StagYY. The top row illustrates alternative geometries that can be modelled by changing one input switch, all for basal heated convection at
Ra = 105: (a) cartesian, (b) spherical patch, and (c) 2D spherical annulus, spherical axisymmetric, or cartesian. (d) Isoviscous or (e) viscosity contrast 20 tetrahedral benchmark
cases with Ra = 7000; isosurface of T = 0.4 is shown. (f) Compressible convection with an endothermic phase change at 670 km depth and parameters as in Tackley et al.
(1993). (g–i) Basally heated convection at Ra = 105: isoviscous, viscosity contrast 103 or 106, respectively. (j) Residual temperature isosurfaces (k) composition isosurfaces
and (l) post-perovskite for compressible thermo-chemical multi-phase convection discussed in (Nakagawa and Tackley, 2008), (m and n) viscosity in the outer layer and
(o) temperature isosurface for internally heated convection with visco-plastic temperature-dependent viscosity, showing self-consistent generation of tectonic plates with
parameters similar to Tackley (2000a,b) and van Heck and Tackley (in press).

“plateness”

Saturday, January 8, 2011



 Petascale AMR FEM/Rhea

Fig. 6. Adaptive, ultra-high resolution mantle flow simulation. Top, left: Decomposition of earth’s mantle into 24 octrees using the p4est
library. The viscosity field is shown; very narrow low-viscosity zones (red lines on the surface) indicate plate boundaries. Box 1 between the

Pacific (PAC) and the Australian (AU) plates indicates the region of the cross-section shown below. Bottom: Enlarged cross-section showing

the refinement that occurs both around plate boundaries and dynamically in response to the nonlinear viscosity and plastic failure in the region

around Fiji and Tonga (TO) in the SW Pacific. AMR, which is essential to resolve the plate boundaries, dynamically creates a mesh that

contains elements at 8 refinement levels, with finest resolution of about 1 km. A zoom into Box 2, where the Pacific plate subducts underneath

the Australian plate, is shown in the top right figure. Top, right: Viscosity and flow vectors for a zoom into the hinge zone of the Pacific

slab (indicated by Box 2). The narrow low viscosity zone (red) allows shearing of the flow and, thus, plate subduction to occur. The opposite

directions of the plates (the blue regions separated by the weak zone; arrows point in opposite directions) shows that our simulation predicts

trench rollback, as is known to occur in this region. Resolving these local phenomena is critical for global mantle flow models to fit observations;

this is the first time that a dynamic mantle flow model predicts these phenomena [9].

150–300 million finite elements. These meshes typically

contain 8 different refinement levels and about a billion

(velocity and pressure) unknowns. As the mesh adapts

and is repartitioned, all solution fields are interpolated

between meshes and redistributed according to the mesh

partition.

Figure 7 presents runtime percentages for the solution

of a typical global mantle convection problem using

Rhea as outlined above. The percentages are broken

down into AMR operations, solver time (which includes

nonlinear residual formation, Picard operator construc-

tion, and Krylov iteration matrix-vector products and

inner products), and AMG V-cycle time. As can be seen

from the table, the time spent in AMR components is

completely overwhelmed by the solver (solve + V-cycle)

time; in this case, the AMR components together require

no more than 0.12% of runtime. Thus, parallel AMR

has transformed a problem that would have required an

exascale computer to obtain 1 km uniform resolution,

to one that can fit on a petascale cluster by employing

Global Convection 
code with parallel 
adaptive mesh 
refinement

Computational Seismology

Weak Form

Choose w,u ∈ V s.t.
�

Ω
ρw · uttdV =

�

Ω
∇w : σ + M : ∇w(xs)S(t)

s = 0, st = 0 at t = 0

Note: Free stress Boundary conditions ·n = 0 are
automatically included as natural boundary conditions.

Issue is simply choice of Discrete function space V for test
functions w and u.

 minimum mesh 
spacing ~1km 
resolves weak 
boundaries

Computational Seismology

Weak Form

Choose w,u ∈ V s.t.
�

Ω
ρw · uttdV =

�

Ω
∇w : σ + M : ∇w(xs)S(t)

s = 0, st = 0 at t = 0

Note: Free stress Boundary conditions ·n = 0 are
automatically included as natural boundary conditions.

Issue is simply choice of Discrete function space V for test
functions w and u.

 Adaptive 
refinement in weak/
plastic regions

Computational Seismology

Weak Form

Choose w,u ∈ V s.t.
�

Ω
ρw · uttdV =

�

Ω
∇w : σ + M : ∇w(xs)S(t)

s = 0, st = 0 at t = 0

Note: Free stress Boundary conditions ·n = 0 are
automatically included as natural boundary conditions.

Issue is simply choice of Discrete function space V for test
functions w and u.

Full refinement at 
h=1km ~ 1012 

elements (exa-
scale?)

Computational Seismology

Weak Form

Choose w,u ∈ V s.t.
�

Ω
ρw · uttdV =

�

Ω
∇w : σ + M : ∇w(xs)S(t)

s = 0, st = 0 at t = 0

Note: Free stress Boundary conditions ·n = 0 are
automatically included as natural boundary conditions.

Issue is simply choice of Discrete function space V for test
functions w and u.

Can accomplish, 
goal oriented 
adaptation to 
convergence with 
150-300 million 
elements (103-104 ) 

savings
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The Gang from UT Austin

Some References:  (from http://users.ices.utexas.edu/~carsten/)
•Carsten Burstedde, Lucas C. Wilcox, and Omar Ghattas, p4est: Scalable Algorithms for Parallel Adaptive Mesh Refinement on Forests of Octrees. Submitted 
to SIAM Journal on Scientific Computing (download revised preprint).

•Wolfgang Bangerth, Carsten Burstedde, Timo Heister, and Martin Kronbichler, Algorithms and Data Structures for Massively Parallel Generic Adaptive Finite 
Element Codes. Submitted to ACM Transactions on Mathematical Software (download preprint).

•Carsten Burstedde, Omar Ghattas, Michael Gurnis, Tobin Isaac, Georg Stadler, Tim Warburton, and Lucas C. Wilcox, Extreme-Scale AMR. Published in ACM/
IEEE SC Conference Series, 2010 (download). Finalist paper for the Gordon Bell Prize 2010.

•Georg Stadler, Michael Gurnis, Carsten Burstedde, Lucas C. Wilcox, Laura Alisic, and Omar Ghattas, The Dynamics of Plate Tectonics and Mantle Flow: From 
Local to Global Scales. Published in Science 329 No. 5995 (August 27, 2010), pages 1033-1038 (doi: 10.1126/science.1191223, link, download, cover page, 
university newspaper).

•Carsten Burstedde, Omar Ghattas, Georg Stadler, Tiankai Tu, and Lucas C. Wilcox, Parallel scalable adjoint-based adaptive solution for variable-viscosity 
Stokes flows. Published in Computer Methods in Applied Mechanics and Engineering 198 No. 21-26 (2009), pages 1691-1700 (doi: 10.1016/j.cma.
2008.12.015, download preprint).

Carsten Burstedde
Lucas WilcoxGeorg Stadler
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Extreme-Scale  AMR for mantle convection
components

Computational Seismology

Weak Form

Choose w,u ∈ V s.t.
�

Ω
ρw · uttdV =

�

Ω
∇w : σ + M : ∇w(xs)S(t)

s = 0, st = 0 at t = 0

Note: Free stress Boundary conditions ·n = 0 are
automatically included as natural boundary conditions.

Issue is simply choice of Discrete function space V for test
functions w and u.

p4est: Scalable mesh structure for 
forest of octree meshes

Computational Seismology

Weak Form

Choose w,u ∈ V s.t.
�

Ω
ρw · uttdV =

�

Ω
∇w : σ + M : ∇w(xs)S(t)

s = 0, st = 0 at t = 0

Note: Free stress Boundary conditions ·n = 0 are
automatically included as natural boundary conditions.

Issue is simply choice of Discrete function space V for test
functions w and u.

mangll: general high order Element 
library for p4est meshes

Computational Seismology

Weak Form

Choose w,u ∈ V s.t.
�

Ω
ρw · uttdV =

�

Ω
∇w : σ + M : ∇w(xs)S(t)

s = 0, st = 0 at t = 0

Note: Free stress Boundary conditions ·n = 0 are
automatically included as natural boundary conditions.

Issue is simply choice of Discrete function space V for test
functions w and u.

Massively parallel iterative solver for 
variable viscosity Stokes
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Semi-structured parallel octree meshes
(here quad-tree’s for illustration)

3. Estimate: Compute the error indicator ge for each element
Xe 2 Mk and stop if for all elements ge 6 gmax.

4. Mark: Mark elements that have large indicators ge for
refinement.

5. Refine: Refine the marked elements to obtain a new mesh
Mkþ1.

6. If k < kmax let k :¼ kþ 1 and go to Step 2.

In Step 4 several marking strategies are possible. For example,
we may wish to refine all elements with an error indicator larger
than a given threshold gmax. Another strategy is to refine the a%
of elements with the largest error indicators, for a 2 ð0;100Þ. Note
that the latter strategy requires communication since the error
indicators are available locally only. In practice, gmax, a, and kmax

are chosen with a final mesh size and a target number of cores in
mind so that the refinement process does not exceed the available
memory.

3. Parallel octree-based mesh adaptation and load-balancing

In this section, we describe the essential components of ALPS. The
design of our library supports manymesh-based PDE discretization
schemes, such as low- and high-order variants of finite element, fi-
nite volume, spectral element, and discontinuous Galerkin meth-
ods, though only finite element methods on trilinear hexahedral
elements are currently implemented. We build on prior ap-
proaches to parallel octree mesh generation [30,31], and extend
them to accommodate solution-adaptive refinement (and coarsen-
ing). This requires separating the octree from the mesh data struc-
tures. Specifically, adaptation and partitioning of the mesh are
handled through the octree structure, and a distinct mesh is gener-
ated from the octree every time the mesh changes.

Nonconforming hexahedral meshes of a given rectangular do-
main are generated for use with a trilinear finite element discreti-
zation. Solution fields are made conforming via algebraic
continuity constraints on hanging nodes, that is, nodes on edges
and faces that are not vertices of all the elements sharing those
edges or faces. These algebraic constraints are eliminated at the
element level, so variables at the hanging nodes are no longer
degrees of freedom for the solver. We maintain a global 2-to-1 bal-
ance condition, i.e., the edge lengths of face- and edge-neighboring
elements may differ by at most a factor of 2. This ensures smooth
gradations in mesh size, and simplifies the incorporation of alge-
braic constraints. Octree-based refinement/coarsening of hexahe-
dral finite element meshes with hanging node constraints has
been employed in such parallel finite element libraries as deal.II
[4], libMesh [19], hp3d [11], and AFEAPI [20], and have been dem-
onstrated to scale to well to hundreds of processors. Here, our fo-
cus is on parallel algorithms and implementations that can scale
to Oð104Þ cores. These are discussed in the remainder of this
section.

3.1. Octrees and space-filling curves

All coarsening and refinement information is maintained within
an octree data structure, in which there is a one-to-one correspon-
dence between the leaves of the octree and the hexahedral ele-
ments of the mesh (see Fig. 1, left). The root of the octree
represents an octant of the size of the computational domain.
The leaves of the octree represent the elements that are present
in the current mesh. The parents of these leaves are used to deter-
mine the relationships between the leaves. When an element is re-
fined, it is split into eight equal-sized child elements. This is
represented in the octree by adding eight children to the leaf oc-
tant representing the element being divided. A coarsening opera-
tion amounts to removing all children with a common parent.
The operations defined on the octree and the mesh are detailed be-
low, see also [8].

Most of the AMR functions in ALPS operate on the octree from
which the mesh is generated. Since we target large parallel sys-
tems, we cannot store the full octree on each core. Thus, the tree
is partitioned across cores. As we will see below, cores must be
able to determine which core owns a given leaf octant. To this
end we rely on a space-filling curve [2,9,12], which provides a
globally unique linear ordering of all leaves. As a direct conse-
quence, each core stores only the range of leaves each other core
owns. This can be determined by an MPI_Allgather call on an ar-
ray of long integers with a length equal to the number of cores.
This is the only global information that is required to be stored.
We use the Morton ordering as the specific choice of space-filling
curve. It has the property that nearby leaves tend to correspond
to nearby elements given by the pre-order traversal of the octree,
as illustrated in the right of Fig. 1.

The basic operations needed for mesh generation and adapta-
tion require each core to find the leaf in the octree corresponding
to a given element. If the given element does not exist on the local
core, the remote core that owns the element must be determined.
This can be done efficiently given the linear order of the octree; see
[31] for details. The inverse of this operation, determining the ele-
ment corresponding to a given leaf, can be made efficient as well.

3.2. Mesh generation and adaptation

The generation of the mesh comprises several distinct steps.
There are two scenarios in which a mesh is generated: the first is
the initial generation of the mesh, and the second is the generation
of a mesh from an adapted octree. As we will see, the adaptation of
the mesh in conjunction with the transfer of data fields requires an
intermediate mesh to be generated.

When generating a mesh from an adapted octree, the interpola-
tion of element fields between old and new meshes necessitates
additional functions. The procedure for adapting the mesh pro-
ceeds as follows. First, a given octree is coarsened and refined

Fig. 1. Left: illustration of the distinct octree and mesh data structures used in ALPS. The data structures are linked logically by a 1-to-1 correspondence between octree leaves
and elements. Right: a pre-order traversal of the leaves of the octree in the sequence of triples ðz; y; xÞ creates a space-filling curve in z-order. This imposes a total ordering of
the mesh elements, known as a Morton ordering. A load-balanced partition of the octree is determined by partitioning the space-filling curve into segments of equal length.
The globally shared information required for this operation amounts to one long integer per core. Note that in both figures a quadtree is show for display purposes.

1694 C. Burstedde et al. / Comput. Methods Appl. Mech. Engrg. 198 (2009) 1691–1700

3. Estimate: Compute the error indicator ge for each element
Xe 2 Mk and stop if for all elements ge 6 gmax.

4. Mark: Mark elements that have large indicators ge for
refinement.

5. Refine: Refine the marked elements to obtain a new mesh
Mkþ1.

6. If k < kmax let k :¼ kþ 1 and go to Step 2.

In Step 4 several marking strategies are possible. For example,
we may wish to refine all elements with an error indicator larger
than a given threshold gmax. Another strategy is to refine the a%
of elements with the largest error indicators, for a 2 ð0;100Þ. Note
that the latter strategy requires communication since the error
indicators are available locally only. In practice, gmax, a, and kmax

are chosen with a final mesh size and a target number of cores in
mind so that the refinement process does not exceed the available
memory.

3. Parallel octree-based mesh adaptation and load-balancing

In this section, we describe the essential components of ALPS. The
design of our library supports manymesh-based PDE discretization
schemes, such as low- and high-order variants of finite element, fi-
nite volume, spectral element, and discontinuous Galerkin meth-
ods, though only finite element methods on trilinear hexahedral
elements are currently implemented. We build on prior ap-
proaches to parallel octree mesh generation [30,31], and extend
them to accommodate solution-adaptive refinement (and coarsen-
ing). This requires separating the octree from the mesh data struc-
tures. Specifically, adaptation and partitioning of the mesh are
handled through the octree structure, and a distinct mesh is gener-
ated from the octree every time the mesh changes.

Nonconforming hexahedral meshes of a given rectangular do-
main are generated for use with a trilinear finite element discreti-
zation. Solution fields are made conforming via algebraic
continuity constraints on hanging nodes, that is, nodes on edges
and faces that are not vertices of all the elements sharing those
edges or faces. These algebraic constraints are eliminated at the
element level, so variables at the hanging nodes are no longer
degrees of freedom for the solver. We maintain a global 2-to-1 bal-
ance condition, i.e., the edge lengths of face- and edge-neighboring
elements may differ by at most a factor of 2. This ensures smooth
gradations in mesh size, and simplifies the incorporation of alge-
braic constraints. Octree-based refinement/coarsening of hexahe-
dral finite element meshes with hanging node constraints has
been employed in such parallel finite element libraries as deal.II
[4], libMesh [19], hp3d [11], and AFEAPI [20], and have been dem-
onstrated to scale to well to hundreds of processors. Here, our fo-
cus is on parallel algorithms and implementations that can scale
to Oð104Þ cores. These are discussed in the remainder of this
section.

3.1. Octrees and space-filling curves

All coarsening and refinement information is maintained within
an octree data structure, in which there is a one-to-one correspon-
dence between the leaves of the octree and the hexahedral ele-
ments of the mesh (see Fig. 1, left). The root of the octree
represents an octant of the size of the computational domain.
The leaves of the octree represent the elements that are present
in the current mesh. The parents of these leaves are used to deter-
mine the relationships between the leaves. When an element is re-
fined, it is split into eight equal-sized child elements. This is
represented in the octree by adding eight children to the leaf oc-
tant representing the element being divided. A coarsening opera-
tion amounts to removing all children with a common parent.
The operations defined on the octree and the mesh are detailed be-
low, see also [8].

Most of the AMR functions in ALPS operate on the octree from
which the mesh is generated. Since we target large parallel sys-
tems, we cannot store the full octree on each core. Thus, the tree
is partitioned across cores. As we will see below, cores must be
able to determine which core owns a given leaf octant. To this
end we rely on a space-filling curve [2,9,12], which provides a
globally unique linear ordering of all leaves. As a direct conse-
quence, each core stores only the range of leaves each other core
owns. This can be determined by an MPI_Allgather call on an ar-
ray of long integers with a length equal to the number of cores.
This is the only global information that is required to be stored.
We use the Morton ordering as the specific choice of space-filling
curve. It has the property that nearby leaves tend to correspond
to nearby elements given by the pre-order traversal of the octree,
as illustrated in the right of Fig. 1.

The basic operations needed for mesh generation and adapta-
tion require each core to find the leaf in the octree corresponding
to a given element. If the given element does not exist on the local
core, the remote core that owns the element must be determined.
This can be done efficiently given the linear order of the octree; see
[31] for details. The inverse of this operation, determining the ele-
ment corresponding to a given leaf, can be made efficient as well.

3.2. Mesh generation and adaptation

The generation of the mesh comprises several distinct steps.
There are two scenarios in which a mesh is generated: the first is
the initial generation of the mesh, and the second is the generation
of a mesh from an adapted octree. As we will see, the adaptation of
the mesh in conjunction with the transfer of data fields requires an
intermediate mesh to be generated.

When generating a mesh from an adapted octree, the interpola-
tion of element fields between old and new meshes necessitates
additional functions. The procedure for adapting the mesh pro-
ceeds as follows. First, a given octree is coarsened and refined

Fig. 1. Left: illustration of the distinct octree and mesh data structures used in ALPS. The data structures are linked logically by a 1-to-1 correspondence between octree leaves
and elements. Right: a pre-order traversal of the leaves of the octree in the sequence of triples ðz; y; xÞ creates a space-filling curve in z-order. This imposes a total ordering of
the mesh elements, known as a Morton ordering. A load-balanced partition of the octree is determined by partitioning the space-filling curve into segments of equal length.
The globally shared information required for this operation amounts to one long integer per core. Note that in both figures a quadtree is show for display purposes.
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mapping between tree and mesh

Leaf traversal yields unique ordering of elements through space filling Morton z-curve. 
parallel partitioning/load balancing requires global array with 1 int / core 

For the results given in this section, we assume a constant
viscosity l ¼ 1 and use the non-dimensionalized domain X ¼
½#6;6$ % ½0;12$ % ½0;6$, where the z-axis is directed downward as
seen in Fig. 4a. The boundary conditions on the top of the domain
(i.e., where z ¼ 0) are given by

u1ðx; y;0Þ ¼ erf
xþ 1:5

k0

! "
þ erf

x# 1:5
k0

! "
# 1
2
erf

xþ 1:5
k0

! "

% erf
y# 6
k0

þ 1
! "

;

u2ðx; y;0Þ ¼ 0;
u3ðx; y;0Þ ¼ 0;

ð15Þ

where k0 controls the smoothness of the velocity transformation at
the ridge. A smaller k0 gives rise to a steeper pressure gradient near
the ridge.

As quantity of interest we consider an integral of the pressure
over the rectangular region X1 ¼ ½0:75;2:25$ % ½5:25;6:75$%
½0;0:75$, which is placed around one of the central singularities
of the ridge; see Fig. 4b. We conduct a medium-scale and a
large-scale test, in which we compare uniform refinement with
several adaptive refinement strategies. In the adaptive cases, we
mark those elements for refinement whose error indicator is larger
than the mean error indicator plus 1/2 of its standard deviation.

For the medium-scale problem, which uses the ridge smoothing
parameter k0 ¼ 0:04, we are able to compute the semi-analytical
solution in reasonable time, and thus use velocity boundary condi-
tions on all faces with values given by this solution. This solution is
also used to compute the error in the quantity of interest. In Fig. 5,
we show adapted meshes after three cycles of refinement, using
different error indicators. The results are summarized in Fig. 6,
where we plot not only the error versus the degrees of freedom,
but also versus overall run time. The run time includes the solve
time on all coarser grids as well as the mesh adaptation time. To
account for the very different sizes of the problems, they are solved
on different numbers of cores. This is why we report a ‘‘total cpu
time” in the figure, which is the wall clock time multiplied by
the number of cores.

The results for the large-scale problem are reported in Fig. 7.
Here we choose k0 ¼ 10#5 in (15), which is why this problem re-
quires much higher resolution around the ridge. We can no longer
compute a semi-analytical solution in reasonable time, and there-
fore we use (15) as a boundary condition only on the top surface,
while employing zero traction conditions on all other boundaries.
Moreover, the exact value of the quantity of interest is estimated
by extrapolating the results obtained on uniform meshes.

The results in Figs. 6 and 7 show that adaptive solutions require
orders of magnitude fewer degrees of freedoms for the same accu-
racy than uniform mesh solutions. Even though the timings for the
adaptive mesh cases take into account all overheads including the
solves on all coarser meshes, we observe an improvement in the
total cpu time. Note also that the adaptive cases require less mem-
ory, which makes it possible to run them on fewer cores. The goal
oriented error indicator results in the fewest degrees of freedom.
However, this indicator requires solution of an adjoint problem
at each iteration, which adds to the overall run time, as can be seen
in the right plots in Figs. 6 and 7. The adjoint solve could be accel-

Fig. 5. Adaptively refined meshes for Example 2 using divergence error indicator (left), global error indicator (middle), and adjoint error indicator (right). The divergence
indicator does not refine in the shearing zone, while the adjoint error indicator places elements mainly in or near the region of interest. The surface color indicates the
pressure field.

Fig. 6. Comparisons between refinement strategies for Example 2 (melt migration
problem) with smoothing parameter k0 ¼ 0:04 in (15), i.e. the medium-scale
problem. The error in the quantity of interest is computed using the semi-analytical
solution. A uniform mesh solution is compared with adaptive refinement strategies
based on global, divergence, and goal-oriented a posteriori error indicators. The left
image plots the error in the quantity of interest against the degrees of freedom.
Note that since the quantity of interest J1 is the mean pressure in X1 and not a
global norm, one cannot expect monotonicity of the error. The right image plots the
error versus the total run time. For the uniformmesh cases, the run time is based on
solution of a single mesh problem, initializing the MINRES solver with the zero
solution guess. For the runs on adaptive meshes the run time includes error
estimation, mesh adaptation, and the solves on all coarser meshes. Moreover, for
the goal-oriented error indicator, the run time also includes the solves of adjoint
problems on (by a factor of 8) finer meshes. The problems are solved on different
numbers of cores (8 for all adaptive runs and 1, 4, 32, and 256 cores for the uniform
runs). To compensate for this difference, we report the total cpu time, i.e., the total
wall clock time multiplied by the number of cores.

Fig. 7. Same as Fig. 6 but with k0 ¼ 10#5. Since the smoothing parameter k0 is too
small to compute an accurate semi-analytical solution in reasonable time, the exact
value for the quantity of interest is estimated by extrapolating the results of the
uniform mesh solutions. Since the problems are solved on different numbers of
cores (128 cores for all adaptive case, and 16, 128, 1024, and 8192 cores for the
uniform cases), we again report the total cpu time.
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Fig. 4.1. Examples of forest-of-octree configurations where color encodes the process number.
Left: 2D forest of five octrees that realize the periodic Möbius strip, here shown after initial calls to
New and Refine. Middle: the same forest after Balance and Partition. Right: 3D forest composed
of six cubes whose orientations are rotated against each other, with five octrees connecting through
the horizontal central axis, after calls to New, Refine, Balance and Partition.

0

10

20

30

40

50

60

70

80

90

100

12 60 432 3444 27540 220320

P
er

ce
n
ta

g
e

o
f
ru

n
ti
m

e

Number of CPU cores

Partition Balance Ghost Nodes

0

2

4

6

8

10

12 60 432 3444 27540 220320

S
ec

on
ds

p
er

(m
ill

io
n

el
em

en
ts

/
co

re
)

Number of CPU cores

Balance Nodes

Fig. 4.2. “Weak” scaling results up to 220,320 processes on Jaguar. The refinement is defined
by choosing the same six-cube 3D connectivity as used on the right hand side of Figure 4.1, and
recursively subdividing octants with child identifiers 0, 3, 5 and 6 while not exceeding four levels of
size difference in the forest. This leads to a fractal mesh structure. To scale from 12 to 220,320
processes the maximum refinement level is incremented by one while the number of processes is
multiplied by 8. Left: runtime is dominated by Balance and Nodes while Partition and Ghost
together take up less than 10% ( New and Refine are negligible and not shown). Right: performance
assessed by normalizing the time spent in the Balance and Nodes algorithms by the number of octants
per process which is held constant at approximately 2.3 million (ideal scaling would result in bars of
constant height.) The largest mesh created contains over 5.13 × 1011 octants and is Balance’d in
21 seconds.

that an increase in the refinement level yields 8 times as many octants, we multiply the
process count by 8 for each increment in level. These computations are performed on
the Jaguar Cray XT5 supercomputer which has 16 GB of memory per 12-core node.
We display the measured runtimes of the main p4est algorithms in Figure 4.2. The
diagram on the left hand side shows runtime percentages and gives rise to the following
observation: The runtime of New, Refine and Partition is negligible (Coarsen is not
used here but is as fast as Refine), and Balance and Nodes consume over 90% of the
total runtime. The diagram on the right hand side of Figure 4.2 displays the absolute
runtimes of the two most expensive algorithms Balance and Nodes normalized by
one million octants per process. The runtimes rise mildly from roughly 6 seconds

Semi-structured parallel forest of octrees 
meshes
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�

Ω
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Issue is simply choice of Discrete function space V for test
functions w and u.

Octree meshes are easy to refine, but limited to domains 
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k0 k1

p0 p1 p1 p2

k0

k1

x0

y0

x1

y1

Fig. 2.1. One-to-one correspondence between a forest of octrees (left) and a geometric domain

partitioned into elements (right), shown for a 2D example with two octrees k0 and k1. The leaves of

the octrees bijectively correspond to elements that cover the domain with neither holes nor overlaps.

A left-to-right traversal of the leaves through all octrees creates a space-filling z-curve (black “zig-

zag” line) that imposes a total ordering of all octants in the domain. For each octree the z-curve
follows the orientation of its coordinate axes. In this example the forest is partitioned among three

processes p0, p1 and p2 by using the uniform partitioning rule (2.5). This partition divides the

space-filling curve and thus the geometric domain into three process segments of equal (±1) octant

count.

approach is more general than domains mappable by a single octree since any macro-

edge can be shared by a number of octrees different from 4, and any macro-corner

can be shared by a number of octrees different from 2d; we also permit arbitrary

periodic connectivities. Examples for d = 2 include the 2D circle and embeddings of

2D surfaces into 3D space such as the Möbius strip or Klein’s bottle. With d = 3

we can represent 3D volumes such as the all-periodic unit cube, the torus, and solid

and hollow spheres. In general, output from 2D or 3D hexahedral mesh generators is

suitable as macro-mesh.

It is an important feature of p4est that connectivity and neighborhood relations

are computed discretely (integer-based). No floating-point arithmetic is used, avoiding

topological errors due to roundoff. The transformations φk are used for visualization

only, and to encode the geometry for numerical applications external to p4est.

The second (micro-)tier denotes the recursive subdivision of each individual octree

where the number of octants per octree is essentially unlimited. On the micro-tier

we allow non-conforming (hanging) faces and edges. p4est allows unconstrained

size relations between neighboring octants, and additionally provides a method to

guarantee exclusively 1:1 and 2:1 size relations (called 2:1 balance) which is required

for many numerical applications. Neighborhood size relations are equally respected

both for octants within the same octree and for octants that are members of different
octrees and connect through an octree macro-face, -edge, or -corner.

Octants within an octree can be assigned a natural ordering by a traversal across

all leaves. By the equivalence of tree nodes and octants this one-dimensional sequence

corresponds to a space-filling z-shaped curve in the geometric domain. We extend this

concept to a forest of octrees by connecting the space-filling curve between octrees,

thus generating a total ordering of all octants in the domain. A parallel partition is

created by dividing the curve into P segments with P being the number of parallel

processes. A 2:1 balanced forest and its space-filling curve and parallel partition are

shown in Figure 2.1.

The macro-structure of the forest is static and shared between all processes. The

number of octrees is thus limited by local memory (which allows up to a few million

octrees in our experiments). The micro-structure, i.e., the division of each octree

into octants and the partition of these octants between processes, is dynamic and
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distributed in parallel. The main objective of this article is to outline fast and scalable

algorithms that operate on this two-tier-structure. With regard to common mesh-

management capabilities required by numerical applications, the following high-level

algorithms are presented.

New Create an equi-partitioned, uniformly refined forest.

Refine Adaptively subdivide octants based on a refinement marker or callback func-

tion, once or recursively.

Coarsen Replace families of eight child octants by their common parent octant, once

or recursively.

Partition Redistribute the octants in parallel, according to a given target number

of octants for each process, or weights prescribed for all octants.

Balance Ensure at most 2:1 size relations between neighboring octants by local re-

finement where necessary.

Ghost Collect one layer of off-process octants touching the process boundaries from

the outside.

Nodes Create a globally unique numbering of the mesh nodes (i.e., the vertices at the

corners of octants, not to be confused with octree nodes), taking into account

the classification into “independent” and “hanging” nodes.

Checksum Compute a partition-independent integer “fingerprint” of a forest.

The New, Refine and Coarsen algorithms are process-local and do not require com-

munication. The Partition algorithm consists of an Allgather operation on a small

number of bytes per process and point-to-point communications whose global volume

is proportional to the global number of octants. The Balance algorithm requires

collective and point-to-point communication between processes whose octants are ge-

ometrically close to each other. The communication volume for Balance, Ghost and

Nodes roughly scales with the number of octants on the boundaries between processes.

Checksum only requires a Gather call of two unsigned integers. These high-level al-

gorithms are discussed in detail in §3. In order to describe their internal functioning

we must first discuss a number of low-level algorithms that control the encoding and

transformation of octants both within and between octrees. These encoding schemes

and elementary algorithms are described in the remainder of §2.

2.2. Inter-octree connectivity. The connectivity between octrees is defined

by topological relations within the macro-mesh of octrees. This connectivity can be

constructed by hand, or by translating output from hexagonal mesh generators such as

CUBIT [25]. In p4est, octrees can share faces, edges, and corners, where neighboring

octrees can be arbitrarily rotated against each other. Connections can also be non-

local which allows for implementing arbitrary periodicities. In fact, self-penetrating

connectivities are permitted. This generality is introduced with the purpose of ac-

commodating a large class of possible computational domains.

The algorithms described below frequently refer to faces fi, edges ei, corners ci,
and face corners ξi. Each octree has 2d faces, 12 edges (3D only), and 2d corners;

each face has 2d−1 face corners. Our chosen numbering convention is 0-based and

illustrated in Figure 2.2. We fix the origin in the front lower left corner and use x
before y before z for faces, edges and corners (also called z-order). This means that

3D corners have the binary representation (czcycx)2 ∈ {0, . . . , 7}, cf. [34]. The corners
of a face are enumerated in the same sequence as they occur in the corner numbering

of the octree. Table 2.1 shows how adjacent face and face corner numbers depend on

an edge while Table 2.2 shows how corner numbers are associated with faces for both

2D and 3D.
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2D CPU cores
j 1 64 4,096
0 0.180 0.284 1.15
2 0.158 0.261 0.28
5 0.371 0.167 0.28
8 0.616 0.19
11 1.24

3D CPU cores
j 1 4,096
0 0.94 4.86
1 1.69 4.63
2 2.60 4.56
3 4.51 4.07
4 3.55
5 3.69
6 5.64
7 10.8

Fig. 4.3. Scalability with respect to large numbers of trees on Ranger. For each column we
create a uniform mesh of a certain level J (identified by the last filled entry). The composition of
this mesh differs for each row j: it is built of 2jd trees with 2(J−j)d octants each. Every octant
is then refined up to 4 levels in a fractal pattern shown in the left hand picture. We list the run
times in seconds of a subsequent Balance call. The spread on 4,096 cores between 1 tree and over
4 million trees in 2D (192 × 106 quadrants) is 6.5, and between 1 tree and 2 million trees in 3D
(1.34× 109 octants) is 3.
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Fig. 4.4. Complex 2D and 3D connectivities. The left picture shows a zoom around the front
tip of an airfoil with boundary-layer adaptation; this connectivity consists of 29,035 quadtrees. The
connectivity in the middle consists of 51,823 octrees. The diagram on the right shows “strong”
scaling of Balance on Ranger, resulting in 342 million quadrants for 2D and 264 million octants
for 3D, respectively.

for 12 processes to between 8 and 9 seconds for 220,320 processes. Thus the parallel
efficiency is 65% for Balance and 72% for Nodes for an 18,360-fold increase in process
count.

Scalability with the number of trees. We assess the performance impact of large
numbers of octrees by assembling a cubic domain from multiple trees that are then
Refine’d and Balance’d in turn. To obtain the results displayed in Figure 4.3, we
compare timings on the Ranger Sun/AMD supercomputer (which has 32GB of mem-
ory on each 16-core node), for a fixed overall number of octants. We find that the
influence of the number of octrees on the runtime is rather weak, and reach up to
several million octants. Moreover, instead of using one octree for a given subdomain,
multiple octrees with less octants each can even be beneficial due to improved cache
performance. In Figure 4.4 we display 2D and 3D example connectivities with tens of
thousands of octrees and demonstrate good scalability of Balance up to 4,096 cores
and several hundred million octants.

24 C. BURSTEDDE, L. C. WILCOX, AND O. GHATTAS

Fig. 4.1. Examples of forest-of-octree configurations where color encodes the process number.
Left: 2D forest of five octrees that realize the periodic Möbius strip, here shown after initial calls to
New and Refine. Middle: the same forest after Balance and Partition. Right: 3D forest composed
of six cubes whose orientations are rotated against each other, with five octrees connecting through
the horizontal central axis, after calls to New, Refine, Balance and Partition.
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Fig. 4.2. “Weak” scaling results up to 220,320 processes on Jaguar. The refinement is defined
by choosing the same six-cube 3D connectivity as used on the right hand side of Figure 4.1, and
recursively subdividing octants with child identifiers 0, 3, 5 and 6 while not exceeding four levels of
size difference in the forest. This leads to a fractal mesh structure. To scale from 12 to 220,320
processes the maximum refinement level is incremented by one while the number of processes is
multiplied by 8. Left: runtime is dominated by Balance and Nodes while Partition and Ghost
together take up less than 10% ( New and Refine are negligible and not shown). Right: performance
assessed by normalizing the time spent in the Balance and Nodes algorithms by the number of octants
per process which is held constant at approximately 2.3 million (ideal scaling would result in bars of
constant height.) The largest mesh created contains over 5.13 × 1011 octants and is Balance’d in
21 seconds.

that an increase in the refinement level yields 8 times as many octants, we multiply the
process count by 8 for each increment in level. These computations are performed on
the Jaguar Cray XT5 supercomputer which has 16 GB of memory per 12-core node.
We display the measured runtimes of the main p4est algorithms in Figure 4.2. The
diagram on the left hand side shows runtime percentages and gives rise to the following
observation: The runtime of New, Refine and Partition is negligible (Coarsen is not
used here but is as fast as Refine), and Balance and Nodes consume over 90% of the
total runtime. The diagram on the right hand side of Figure 4.2 displays the absolute
runtimes of the two most expensive algorithms Balance and Nodes normalized by
one million octants per process. The runtimes rise mildly from roughly 6 seconds

Recursive fractal refinement of using  

4 level refinement

Weak scaling 
increases level 
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Nproc by 8

6 tree forest
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Fig. 4.1. Examples of forest-of-octree configurations where color encodes the process number.
Left: 2D forest of five octrees that realize the periodic Möbius strip, here shown after initial calls to
New and Refine. Middle: the same forest after Balance and Partition. Right: 3D forest composed
of six cubes whose orientations are rotated against each other, with five octrees connecting through
the horizontal central axis, after calls to New, Refine, Balance and Partition.
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Fig. 4.2. “Weak” scaling results up to 220,320 processes on Jaguar. The refinement is defined
by choosing the same six-cube 3D connectivity as used on the right hand side of Figure 4.1, and
recursively subdividing octants with child identifiers 0, 3, 5 and 6 while not exceeding four levels of
size difference in the forest. This leads to a fractal mesh structure. To scale from 12 to 220,320
processes the maximum refinement level is incremented by one while the number of processes is
multiplied by 8. Left: runtime is dominated by Balance and Nodes while Partition and Ghost
together take up less than 10% ( New and Refine are negligible and not shown). Right: performance
assessed by normalizing the time spent in the Balance and Nodes algorithms by the number of octants
per process which is held constant at approximately 2.3 million (ideal scaling would result in bars of
constant height.) The largest mesh created contains over 5.13 × 1011 octants and is Balance’d in
21 seconds.

that an increase in the refinement level yields 8 times as many octants, we multiply the
process count by 8 for each increment in level. These computations are performed on
the Jaguar Cray XT5 supercomputer which has 16 GB of memory per 12-core node.
We display the measured runtimes of the main p4est algorithms in Figure 4.2. The
diagram on the left hand side shows runtime percentages and gives rise to the following
observation: The runtime of New, Refine and Partition is negligible (Coarsen is not
used here but is as fast as Refine), and Balance and Nodes consume over 90% of the
total runtime. The diagram on the right hand side of Figure 4.2 displays the absolute
runtimes of the two most expensive algorithms Balance and Nodes normalized by
one million octants per process. The runtimes rise mildly from roughly 6 seconds
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Computational Seismology

Solve

∂C

∂t
+ v · ∇C = 0

Using

3rd order Spectral DG elements (mangll) (diagonal mass

matrix)

Upwind nodal DG advection in space

5 stage 4th-order Runge-Kutta method in time

On 24 octree spherical forest

nodal DG framework [34] to hexahedral elements. The

elements, also used in the spectral element method [35],

have nodes at the tensor product of Legendre-Gauss-

Lobatto (LGL) points. All integrations are performed

using the LGL quadrature, which reduces the block

diagonal DG mass matrix to a diagonal. The numerical

flux is integrated on nonconforming interfaces between

elements (where the mesh is refined) by introducing a

face integration mesh that integrates the contributions

from each smaller face individually using the two-

dimensional tensor LGL quadrature.

In addition to offering greater accuracy per grid point,

high order discretizations generally achieve substantially

greater per-processor performance (because of the large

dense elemental matrices they generate in conventional

implementations) and greater parallel performance (due

to the increased work for a given communication vol-

ume, since most of the additional degrees of freedom

are on the interior of elements; and due to the smaller

number of elements for a given number of unknowns).

The dense matrices generated by high order methods

are associated with application of the derivative oper-

ator at the element level. Explicit application of the

element derivative matrix requires 6(p+1)6 flops, where

p is the element polynomial order. This matrix-based

implementation is extremely cache friendly, since the

application can be done in one large matrix-matrix

multiply. Alternatively, the tensor product structure of

basis function can be exploited to carry out the same

operation in 6(p + 1)4 flops. While this tensor product-

based implementation is asymptotically work-optimal,

unfortunately it is not as cache friendly since it pro-

duces smaller matrices (one for each spatial dimension).

Clearly, as the polynomial order increases, the tensor-

product implementation will be preferable to the matrix

implementation. The crossover point depends on how

much faster large dense matrix operations execute on

a given architecture. For the 2.3 GHz AMD Barcelona

nodes on Ranger, and using the highly-optimized Go-

toBLAS library for matrix-matrix multiplications, we

found the crossover point to occur between p = 2 and

p = 4 for the scalar advection problem solved in this

section. However, on other systems for which a wider

gulf exists between execution rates for small and large

dense element-level matrices—such as heterogeneous

systems with attached accelerators, like Roadrunner—the

crossover can be at a higher polynomial order. Thus, in

this section, we give performance results for both matrix-

based and tensor-product based implementations for a

variety of polynomial orders.

To illustrate ALPS’ MANGLL library for high-order

discretization and P4EST library for forest-of-octree

adaptivity on general geometries, we solve a pure ad-

vection problem on a spherical shell using high-order

Fig. 12. Partitioning of spherical shell on 1024 cores for two

neighboring time steps (left column) and corresponding adapted mesh

with temperature field (right column).

adaptivity to dynamically resolve an advecting spherical

front. The arbitrary order nodal DG discretization is

combined with upwind numerical fluxes to discretize the

advection problem in space. A five-stage fourth-order

explicit Runge-Kutta (RK) method is used to integrate

the solution in time. Figure 12 shows snapshots from a

solution of the advection equation using linear (i.e. p =
1) elements on 1024 cores. The spherical shell is split

into 6 caps as usual in a cubed-sphere decomposition.

Each cap consists of 4 octrees, resulting in 24 adaptive

octrees overall. The figure shows a hemispherical slice

for illustrative purposes. The right column shows the

adapted mesh and associated temperature field for two

time steps that are relatively close in time. Comparison

of the top right and bottom right images shows that the

mesh has adapted to the advecting temperature concen-

trations. The left column displays the partitioning of the

mesh onto cores, where the color indicates MPI rank.

As can be seen in the figure, the partitioning changes

drastically from one time step to the next.

Excellent performance is observed for high-order DG

AMR solution of the advection equation. For example,

for order p = 4, we observe 90% parallel efficiency

on 16,384 cores relative to 64 cores, and for order

p = 6 we found 83% parallel efficiency on 32,768

cores compared to 32 cores, both with adapting the mesh

every 32 time steps. We next measure sustained floating

point performance using PAPI for both the matrix- and

tensor product-based implementations of the element

derivative operator. For order p = 2, both approaches

are within 15% of one another in runtime. For p = 4,

the matrix approach is approximately 23% slower than

Two subsequent time steps 
showing advected spherical inclusions
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Fig. 4. Weak scaling results for a six-octree forest on up to 220,320
cores. We define a fractal-type mesh by recursively subdividing octants
with child identifiers 0, 3, 5 and 6 while not exceeding four levels of
size difference in the forest. To scale from 12 to 220,320 cores the
maximum refinement level is incremented by one while the number
of cores is multiplied by eight. Top: Percentages of runtime for each
of the core p4est algorithms. Runtime is dominated by Balance
and Nodes while Partition and Ghost together take up less
than 10% (New and Refine are negligible and not shown). Bottom:
Performance assessed by normalizing the time spent in the Balance
and Nodes algorithms by the number of octants per core, which is
held constant at approximately 2.3 million (ideal scaling would result
in bars of constant height.) The largest mesh created contains over
5.13× 1011 octants.

associated with tensor product Legendre-Gauss-Lobatto
(LGL) points, as in the spectral element method [39]. All
integrations are performed using LGL quadrature, which
reduces the dG mass matrix to diagonal form.

To examine the scalability of p4est and mangll,
we solve (1) on a spherical shell domain using mesh
adaptivity to dynamically resolve four advecting spheri-
cal fronts. The spherical shell domain is split into six
caps as used in a cubed-sphere decomposition. Each
cap is further divided into four octrees, resulting in
24 adaptive octrees overall. The element order in this
example is 3, and the mesh is coarsened/refined and
repartitioned every 32 times steps. The weak scaling
results presented in Figure 5 reveal 70% end-to-end
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Fig. 5. Weak scaling for a dynamically adapted dG solution of the
advection equation (1) from 12 up to 220,320 cores. The mesh is
adapted and repartitioned, maintaining 3200 tricubic elements per core.
The maximum number of elements is 7.0 × 108 on 220,320 cores,
yielding a problem with 4.5 × 1010 unknowns. The top bar chart
shows the overhead imposed by all AMR operations, which begins at
7% for 12 cores and grows to 27% for 220,320 cores. The bottom
bar chart demonstrates an end-to-end parallel efficiency of 70% for an
increase in problem size and number of cores by a factor of 18,360.

parallel efficiency for weak scaling from 12 cores (with
2.5 million unknowns) to 220,320 cores (with 45 billion
unknowns). This problem is a severe test of the AMR
framework; not only are there few flops to hide the
parallel AMR operations behind (as mentioned above),
but the aggressive adaptivity (about 40% of the elements
are coarsened and about 5% are refined in each adaption
step of the largest run, keeping the overall number of
elements constant) results in exchange of over 99% of
the elements among cores during repartitioning at each
adaptivity step.

IV. AMR SIMULATIONS IN SOLID EARTH
GEOPHYSICS

In this section we present applications of p4est and
mangll to two problems in solid earth geophysics, one
in global mantle convection and global seismic wave
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maximum refinement level is incremented by one while the number
of cores is multiplied by eight. Top: Percentages of runtime for each
of the core p4est algorithms. Runtime is dominated by Balance
and Nodes while Partition and Ghost together take up less
than 10% (New and Refine are negligible and not shown). Bottom:
Performance assessed by normalizing the time spent in the Balance
and Nodes algorithms by the number of octants per core, which is
held constant at approximately 2.3 million (ideal scaling would result
in bars of constant height.) The largest mesh created contains over
5.13× 1011 octants.

associated with tensor product Legendre-Gauss-Lobatto
(LGL) points, as in the spectral element method [39]. All
integrations are performed using LGL quadrature, which
reduces the dG mass matrix to diagonal form.

To examine the scalability of p4est and mangll,
we solve (1) on a spherical shell domain using mesh
adaptivity to dynamically resolve four advecting spheri-
cal fronts. The spherical shell domain is split into six
caps as used in a cubed-sphere decomposition. Each
cap is further divided into four octrees, resulting in
24 adaptive octrees overall. The element order in this
example is 3, and the mesh is coarsened/refined and
repartitioned every 32 times steps. The weak scaling
results presented in Figure 5 reveal 70% end-to-end
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adapted and repartitioned, maintaining 3200 tricubic elements per core.
The maximum number of elements is 7.0 × 108 on 220,320 cores,
yielding a problem with 4.5 × 1010 unknowns. The top bar chart
shows the overhead imposed by all AMR operations, which begins at
7% for 12 cores and grows to 27% for 220,320 cores. The bottom
bar chart demonstrates an end-to-end parallel efficiency of 70% for an
increase in problem size and number of cores by a factor of 18,360.

parallel efficiency for weak scaling from 12 cores (with
2.5 million unknowns) to 220,320 cores (with 45 billion
unknowns). This problem is a severe test of the AMR
framework; not only are there few flops to hide the
parallel AMR operations behind (as mentioned above),
but the aggressive adaptivity (about 40% of the elements
are coarsened and about 5% are refined in each adaption
step of the largest run, keeping the overall number of
elements constant) results in exchange of over 99% of
the elements among cores during repartitioning at each
adaptivity step.

IV. AMR SIMULATIONS IN SOLID EARTH
GEOPHYSICS

In this section we present applications of p4est and
mangll to two problems in solid earth geophysics, one
in global mantle convection and global seismic wave
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Fig. 6. Adaptive, ultra-high resolution mantle flow simulation. Top, left: Decomposition of earth’s mantle into 24 octrees using the p4est
library. The viscosity field is shown; very narrow low-viscosity zones (red lines on the surface) indicate plate boundaries. Box 1 between the

Pacific (PAC) and the Australian (AU) plates indicates the region of the cross-section shown below. Bottom: Enlarged cross-section showing

the refinement that occurs both around plate boundaries and dynamically in response to the nonlinear viscosity and plastic failure in the region

around Fiji and Tonga (TO) in the SW Pacific. AMR, which is essential to resolve the plate boundaries, dynamically creates a mesh that

contains elements at 8 refinement levels, with finest resolution of about 1 km. A zoom into Box 2, where the Pacific plate subducts underneath

the Australian plate, is shown in the top right figure. Top, right: Viscosity and flow vectors for a zoom into the hinge zone of the Pacific

slab (indicated by Box 2). The narrow low viscosity zone (red) allows shearing of the flow and, thus, plate subduction to occur. The opposite

directions of the plates (the blue regions separated by the weak zone; arrows point in opposite directions) shows that our simulation predicts

trench rollback, as is known to occur in this region. Resolving these local phenomena is critical for global mantle flow models to fit observations;

this is the first time that a dynamic mantle flow model predicts these phenomena [9].

150–300 million finite elements. These meshes typically

contain 8 different refinement levels and about a billion

(velocity and pressure) unknowns. As the mesh adapts

and is repartitioned, all solution fields are interpolated

between meshes and redistributed according to the mesh

partition.

Figure 7 presents runtime percentages for the solution

of a typical global mantle convection problem using

Rhea as outlined above. The percentages are broken

down into AMR operations, solver time (which includes

nonlinear residual formation, Picard operator construc-

tion, and Krylov iteration matrix-vector products and

inner products), and AMG V-cycle time. As can be seen

from the table, the time spent in AMR components is

completely overwhelmed by the solver (solve + V-cycle)

time; in this case, the AMR components together require

no more than 0.12% of runtime. Thus, parallel AMR

has transformed a problem that would have required an

exascale computer to obtain 1 km uniform resolution,

to one that can fit on a petascale cluster by employing

Single Stokes solve
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Fig. 6. Adaptive, ultra-high resolution mantle flow simulation. Top, left: Decomposition of earth’s mantle into 24 octrees using the p4est
library. The viscosity field is shown; very narrow low-viscosity zones (red lines on the surface) indicate plate boundaries. Box 1 between the

Pacific (PAC) and the Australian (AU) plates indicates the region of the cross-section shown below. Bottom: Enlarged cross-section showing

the refinement that occurs both around plate boundaries and dynamically in response to the nonlinear viscosity and plastic failure in the region

around Fiji and Tonga (TO) in the SW Pacific. AMR, which is essential to resolve the plate boundaries, dynamically creates a mesh that

contains elements at 8 refinement levels, with finest resolution of about 1 km. A zoom into Box 2, where the Pacific plate subducts underneath

the Australian plate, is shown in the top right figure. Top, right: Viscosity and flow vectors for a zoom into the hinge zone of the Pacific

slab (indicated by Box 2). The narrow low viscosity zone (red) allows shearing of the flow and, thus, plate subduction to occur. The opposite

directions of the plates (the blue regions separated by the weak zone; arrows point in opposite directions) shows that our simulation predicts

trench rollback, as is known to occur in this region. Resolving these local phenomena is critical for global mantle flow models to fit observations;

this is the first time that a dynamic mantle flow model predicts these phenomena [9].

150–300 million finite elements. These meshes typically

contain 8 different refinement levels and about a billion

(velocity and pressure) unknowns. As the mesh adapts

and is repartitioned, all solution fields are interpolated

between meshes and redistributed according to the mesh

partition.

Figure 7 presents runtime percentages for the solution

of a typical global mantle convection problem using

Rhea as outlined above. The percentages are broken

down into AMR operations, solver time (which includes

nonlinear residual formation, Picard operator construc-

tion, and Krylov iteration matrix-vector products and

inner products), and AMG V-cycle time. As can be seen

from the table, the time spent in AMR components is

completely overwhelmed by the solver (solve + V-cycle)

time; in this case, the AMR components together require

no more than 0.12% of runtime. Thus, parallel AMR

has transformed a problem that would have required an

exascale computer to obtain 1 km uniform resolution,

to one that can fit on a petascale cluster by employing

Actual timing
Statdler et al., Science, 2010 (supplement)
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Error Indicator 1.52

overall AMR 17.41
overall solve 32,613.25

percentage AMR/solve 0.05%
D

Figure S4: (A) Simplified representation of two quadtrees (the equivalent of octrees in two dimensions)
that are partitioned among three processors p0, p1, p2 by dividing the tree leaves left-to-right into equal-
sized groups. (B) Left-to-right traversal of the leaves is interpreted as a space-filling curve through the
mesh, identifying a unique total ordering of elements and the parallel partition. The coordinate systems of
the quadtrees can have arbitrary relative orientation. Depending on the respective number of processors
and octrees, a processor may hold parts of more than one octree, and one octree may be divided between
multiple processors. (C) Scaling of the two most expensive AMR octree operations (2:1 balance of
the mesh and globally unique node numbering) for a six-octree synthetic mesh adaptation problem.
We examine “weak” scaling, which means that the problem size (i.e., the total number of elements) is
increased in proportion to the number of processor cores (while maintaining a roughly constant number
of elements per processor core). We begin with a 15.6 × 106 element mesh on 12 processor cores of a
Cray XT5 supercomputer, and use additional refinements until we reach 5.13×1011 elements on the full
machine. As seen in (C), normalized run time increases only mildly with problem size, indicating near-
ideal parallel scalability of the AMR algorithms. (D) Timings for adaptive solution of global mantle flow
problem on 8,000 processor cores of the Sun/AMD Ranger cluster at TACC. The table gives the overall
time taken by different AMR functions for a typical simulation. The time taken for the most significant
AMR functions is reported. The overall time spent in AMR components (under 18 seconds) is 0.05% of
the time spent in the nonlinear Stokes solver (just over 9 hours, which includes the interpolation of the
low viscosity plate boundaries onto the mesh).
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Fig. 6. Adaptive, ultra-high resolution mantle flow simulation. Top, left: Decomposition of earth’s mantle into 24 octrees using the p4est
library. The viscosity field is shown; very narrow low-viscosity zones (red lines on the surface) indicate plate boundaries. Box 1 between the

Pacific (PAC) and the Australian (AU) plates indicates the region of the cross-section shown below. Bottom: Enlarged cross-section showing

the refinement that occurs both around plate boundaries and dynamically in response to the nonlinear viscosity and plastic failure in the region

around Fiji and Tonga (TO) in the SW Pacific. AMR, which is essential to resolve the plate boundaries, dynamically creates a mesh that

contains elements at 8 refinement levels, with finest resolution of about 1 km. A zoom into Box 2, where the Pacific plate subducts underneath

the Australian plate, is shown in the top right figure. Top, right: Viscosity and flow vectors for a zoom into the hinge zone of the Pacific

slab (indicated by Box 2). The narrow low viscosity zone (red) allows shearing of the flow and, thus, plate subduction to occur. The opposite

directions of the plates (the blue regions separated by the weak zone; arrows point in opposite directions) shows that our simulation predicts

trench rollback, as is known to occur in this region. Resolving these local phenomena is critical for global mantle flow models to fit observations;

this is the first time that a dynamic mantle flow model predicts these phenomena [9].

150–300 million finite elements. These meshes typically

contain 8 different refinement levels and about a billion

(velocity and pressure) unknowns. As the mesh adapts

and is repartitioned, all solution fields are interpolated

between meshes and redistributed according to the mesh

partition.

Figure 7 presents runtime percentages for the solution

of a typical global mantle convection problem using

Rhea as outlined above. The percentages are broken

down into AMR operations, solver time (which includes

nonlinear residual formation, Picard operator construc-

tion, and Krylov iteration matrix-vector products and

inner products), and AMG V-cycle time. As can be seen

from the table, the time spent in AMR components is

completely overwhelmed by the solver (solve + V-cycle)

time; in this case, the AMR components together require

no more than 0.12% of runtime. Thus, parallel AMR

has transformed a problem that would have required an

exascale computer to obtain 1 km uniform resolution,

to one that can fit on a petascale cluster by employing

Actual timing
Statdler et al., Science, 2010 (supplement)
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that are partitioned among three processors p0, p1, p2 by dividing the tree leaves left-to-right into equal-
sized groups. (B) Left-to-right traversal of the leaves is interpreted as a space-filling curve through the
mesh, identifying a unique total ordering of elements and the parallel partition. The coordinate systems of
the quadtrees can have arbitrary relative orientation. Depending on the respective number of processors
and octrees, a processor may hold parts of more than one octree, and one octree may be divided between
multiple processors. (C) Scaling of the two most expensive AMR octree operations (2:1 balance of
the mesh and globally unique node numbering) for a six-octree synthetic mesh adaptation problem.
We examine “weak” scaling, which means that the problem size (i.e., the total number of elements) is
increased in proportion to the number of processor cores (while maintaining a roughly constant number
of elements per processor core). We begin with a 15.6 × 106 element mesh on 12 processor cores of a
Cray XT5 supercomputer, and use additional refinements until we reach 5.13×1011 elements on the full
machine. As seen in (C), normalized run time increases only mildly with problem size, indicating near-
ideal parallel scalability of the AMR algorithms. (D) Timings for adaptive solution of global mantle flow
problem on 8,000 processor cores of the Sun/AMD Ranger cluster at TACC. The table gives the overall
time taken by different AMR functions for a typical simulation. The time taken for the most significant
AMR functions is reported. The overall time spent in AMR components (under 18 seconds) is 0.05% of
the time spent in the nonlinear Stokes solver (just over 9 hours, which includes the interpolation of the
low viscosity plate boundaries onto the mesh).
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Stadtler et al, Science, 2010

dynamics if we are able to capture the commen-
surate scales in models with realistic rheologies.

Arguably, the biggest limitation on current
progress is not observational, but computational:
Solution through models that incorporate realistic
rheologies and local geological structure has his-
torically been prohibitive because of limitations in
numerical methods and computational resources.
Taken as awhole, the current generation ofmodels
poorly exploits the observational constraints on
present-day deformation. For example, models of
plate motion do not use observations of deforma-
tion at plate margins and interiors because nu-
merical simulation of global mantle convection
down to the scale of faulted plate boundaries has
been intractable because of the wide range of time
and length scales involved. Using adaptive mesh
refinement (AMR) on highly parallel computers
has allowed us to incorporate realistic rheologies
and fine-scale observations in global mantle con-
vection simulations and in turn reach fundamental
conclusions about the forces driving the plates and
the energy dissipation throughout the solid earth
by intimately linking these models to observations.

Parallel adaptive mesh refinement. Captur-
ing the large viscosity variations occurring at plate
boundaries requires amesh with about 1-km local
resolution. A globally uniform mesh with 1-km
mesh size would require ~1012 mesh elements,
beyond both the capacity of contemporary super-
computers and the reach of numerical solution
methods. With AMR, we achieve 1-km resolution
near plate boundaries while using a coarser 5-km
resolution within thermal boundary layers (includ-
ing the oceanic lithosphere) and 15- to 50-km res-
olution for the rest of the mantle, saving a factor
of over 103 as compared with a uniformmesh. The
resulting reduction in problem size to a fewhundred
million elements is critical to making the simula-
tions tractable on petascale supercomputers.

However, scaling AMR to thousands of pro-
cessors is a challenge (18). Adaptively refined
meshes entail irregular and dynamically chang-
ing topological mesh relations, whereas solution
on parallel computers makes it necessary to store
just a small part of the mesh on each processor.
Thesemesh partitionsmust be changed after each
refinement and coarsening step to ensure that the

computational load on individual processors is
balanced. We have developed scalable algo-
rithms for these mesh operations as well as nu-
merical solution of the mantle flow equations in
our AMR finite element framework (19–21). Our
parallel AMR algorithms are based on a forest of
adaptive octrees, in which multiple warped cubes
are joined to represent general geometries. The
spherical shell used to represent the mantle is
composed of 24 cubes (Fig. 1). Each cube is adapt-
ively subdivided by using an octree data struc-
ture, which allows for fast algorithms to manage
the mesh adaptivity and to construct the mesh
connectivity information required in numerical
simulations (22). These algorithms, which have
scaled to over 200,000 processor cores, are appli-
cable to a broad spectrum of multiscale scientific
and engineering problems that require high reso-
lution in localized (possibly dynamically evolv-
ing) regions, such as near fronts, discontinuities,
material interfaces, reentrant corners, and bound-
ary and interior layers.

Rheology and assimilated constraints. We
solved for present-day, instantaneous mantle flow
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Fig. 2. Strain rate, plate velocities, and plateness for three cases centered at
180°W. (A, B and D) Case 1, with only plate cooling and upper mantle slabs.
(C) Case 2, identical to case 1 except for lower-mantle lateral structure. (E and
F) Case 4, similar to case 2, except that n = 3.5. (A) Second invariant of strain
rate. (B), (C), and (F) Plate motions in a NNR from (27) as green arrows and
predicted velocities as black arrows; actual plate margins are shown as red,
gray, and blue symbols. (D) and (E) Plateness for PAC shown in two ways:

vector difference between computed velocity and velocity from best-fitting
Euler pole, P2 (22), as a raster field with color palette shown to the right of
(D); and individually inferred Euler poles within spherical caps (radius 20°)
with magnitude of rotation (w) denoted with color of pole [palette shown to
the right of (E)]. The Nuvel1-NNR pole position is shown as a red triangle
and best-fitting pole for all computed velocities within PAC as a black
square.
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Parallel AMR for seismic wave Propagation 
dGea

Fig. 8. Left: Section through mesh that has been adapted lcoally according to the size of spatially-variable wavelengths; low frequency used

for illustrative purposes. The color scale corresponds to the primary wave speed in km/s. The mesh aligns with discontinuities in wave speed

present in the PREM (Preliminary Reference Earth Model) model used [44]. Middle and right: Two snapshots of waves propagating from an

earthquake source; the mesh is adapted dynamically to track propagating wavefronts.

ous experience with an efficient GPU implementation

of a dG electromagnetics wave propagation code [46].

Figure 10 assesses weak scaling on the TACC Longhorn

GPU cluster, composed of FX 5800 GPUs and Intel

Nehalem quadcore processors. For these scaling results,

a static mesh is adapted to local seismic wavelengths

of the PREM model in parallel on the CPUs, the mesh

is transferred to the GPUs, and the seismic wave prop-

agation equations are solved in parallel on the GPUs.

The wave propagation solver requires communication

among GPUs at each time step, which involves transfer

of shared data to CPUs and communication via MPI.

The table indicates 99.7% parallel efficiency in scaling

over a 32-fold increase in number of GPUs and problem

size, to 256 GPUs and 3.2 billion unknowns. While

the GPU implementation delivers a substantial ∼50×
speedup for the wave propagation solver, the CPU-

only implementation of AMR does not present any

obstacles to excellent scalability, thanks to the efficiency

and negligible overhead imposed by our parallel AMR

algorithms.

V. CONCLUSIONS

The goal of this paper has been to present and assess

the performance of new parallel AMR algorithms for

solution of PDEs that (1) respect complex geometries,

(2) support high-order accuracy, and (3) scale to the

largest parallel systems available. Results on up to 224K

cores of the Jaguar Cray XT5 demonstrate excellent

strong and weak scalability of AMR for challenging

test problems involving fractal mesh adaptation and

scalar advection. Moreover, applications of our parallel

AMR framework to multiscale problems in solid earth

geophysics exhibit at least three orders of magnitude re-

duction in problem size, making tractable global mantle

convection simulations that would otherwise require ex-

GPUs elem mesh transf wave par eff Tflops

(s) (s) prop wave

8 224048 9.40 13.0 29.95 1.000 0.63

64 1778776 9.37 21.3 29.88 1.000 5.07

256 6302960 10.6 19.1 30.03 0.997 20.3

Fig. 10. Weak scaling of GPU version of global seismic wave

propagation code on up to 256 GPUs of the TACC Longhorn cluster

for up to 6.3 million elements (3.2 billion unknowns). Degree N = 7
elements. Mesh refers to time to generate adaptive mesh in parallel on

CPUs; transf indicates the time to transfer the mesh and other initial

data from CPU to GPU memory; wave prop is the runtime in µsec

per time step per average number of elements per GPU (we normalize

by number of elements per GPU since AMR results in about 12%

variability in granularity with increasing GPU count); par eff represents

parallel efficiency measured by the degradation in normalized runtime

per GPU; and Tflops is single precision teraflops/s based on hand-

counted operations. Wallclock time averages under a second per time

step, which means that meshing time on the CPU and mesh transfer

time to the GPU are completely negligible for realistic simulations.

Longhorn is composed of 512 NVIDIA FX 5800 GPUs each with

4GB graphics memory and 512 Intel Nehalem quad core processors

connected by QDR InfiniBand interconnect.

ascale computing in the absence of AMR. In these cases,

the overhead imposed by AMR is completely negligible,

underscoring the scalability and parallel efficiency of our

AMR algorithms and libraries.
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Fig. 6. Adaptive, ultra-high resolution mantle flow simulation. Top, left: Decomposition of earth’s mantle into 24 octrees using the p4est
library. The viscosity field is shown; very narrow low-viscosity zones (red lines on the surface) indicate plate boundaries. Box 1 between the

Pacific (PAC) and the Australian (AU) plates indicates the region of the cross-section shown below. Bottom: Enlarged cross-section showing

the refinement that occurs both around plate boundaries and dynamically in response to the nonlinear viscosity and plastic failure in the region

around Fiji and Tonga (TO) in the SW Pacific. AMR, which is essential to resolve the plate boundaries, dynamically creates a mesh that

contains elements at 8 refinement levels, with finest resolution of about 1 km. A zoom into Box 2, where the Pacific plate subducts underneath

the Australian plate, is shown in the top right figure. Top, right: Viscosity and flow vectors for a zoom into the hinge zone of the Pacific

slab (indicated by Box 2). The narrow low viscosity zone (red) allows shearing of the flow and, thus, plate subduction to occur. The opposite

directions of the plates (the blue regions separated by the weak zone; arrows point in opposite directions) shows that our simulation predicts

trench rollback, as is known to occur in this region. Resolving these local phenomena is critical for global mantle flow models to fit observations;

this is the first time that a dynamic mantle flow model predicts these phenomena [9].

150–300 million finite elements. These meshes typically

contain 8 different refinement levels and about a billion

(velocity and pressure) unknowns. As the mesh adapts

and is repartitioned, all solution fields are interpolated

between meshes and redistributed according to the mesh

partition.

Figure 7 presents runtime percentages for the solution

of a typical global mantle convection problem using

Rhea as outlined above. The percentages are broken

down into AMR operations, solver time (which includes

nonlinear residual formation, Picard operator construc-

tion, and Krylov iteration matrix-vector products and

inner products), and AMG V-cycle time. As can be seen

from the table, the time spent in AMR components is

completely overwhelmed by the solver (solve + V-cycle)

time; in this case, the AMR components together require

no more than 0.12% of runtime. Thus, parallel AMR

has transformed a problem that would have required an

exascale computer to obtain 1 km uniform resolution,

to one that can fit on a petascale cluster by employing

Actual timing
Statdler et al., Science, 2010 (supplement)

8000 Cores of Ranger (TACC)
“Typical Run”
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2:1 Balance 5.27

Refine/Coarsen 0.32
Error Indicator 1.52

overall AMR 17.41
overall solve 32,613.25

percentage AMR/solve 0.05%
D

Figure S4: (A) Simplified representation of two quadtrees (the equivalent of octrees in two dimensions)
that are partitioned among three processors p0, p1, p2 by dividing the tree leaves left-to-right into equal-
sized groups. (B) Left-to-right traversal of the leaves is interpreted as a space-filling curve through the
mesh, identifying a unique total ordering of elements and the parallel partition. The coordinate systems of
the quadtrees can have arbitrary relative orientation. Depending on the respective number of processors
and octrees, a processor may hold parts of more than one octree, and one octree may be divided between
multiple processors. (C) Scaling of the two most expensive AMR octree operations (2:1 balance of
the mesh and globally unique node numbering) for a six-octree synthetic mesh adaptation problem.
We examine “weak” scaling, which means that the problem size (i.e., the total number of elements) is
increased in proportion to the number of processor cores (while maintaining a roughly constant number
of elements per processor core). We begin with a 15.6 × 106 element mesh on 12 processor cores of a
Cray XT5 supercomputer, and use additional refinements until we reach 5.13×1011 elements on the full
machine. As seen in (C), normalized run time increases only mildly with problem size, indicating near-
ideal parallel scalability of the AMR algorithms. (D) Timings for adaptive solution of global mantle flow
problem on 8,000 processor cores of the Sun/AMD Ranger cluster at TACC. The table gives the overall
time taken by different AMR functions for a typical simulation. The time taken for the most significant
AMR functions is reported. The overall time spent in AMR components (under 18 seconds) is 0.05% of
the time spent in the nonlinear Stokes solver (just over 9 hours, which includes the interpolation of the
low viscosity plate boundaries onto the mesh).
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Fig. 6. Adaptive, ultra-high resolution mantle flow simulation. Top, left: Decomposition of earth’s mantle into 24 octrees using the p4est
library. The viscosity field is shown; very narrow low-viscosity zones (red lines on the surface) indicate plate boundaries. Box 1 between the

Pacific (PAC) and the Australian (AU) plates indicates the region of the cross-section shown below. Bottom: Enlarged cross-section showing

the refinement that occurs both around plate boundaries and dynamically in response to the nonlinear viscosity and plastic failure in the region

around Fiji and Tonga (TO) in the SW Pacific. AMR, which is essential to resolve the plate boundaries, dynamically creates a mesh that

contains elements at 8 refinement levels, with finest resolution of about 1 km. A zoom into Box 2, where the Pacific plate subducts underneath

the Australian plate, is shown in the top right figure. Top, right: Viscosity and flow vectors for a zoom into the hinge zone of the Pacific

slab (indicated by Box 2). The narrow low viscosity zone (red) allows shearing of the flow and, thus, plate subduction to occur. The opposite

directions of the plates (the blue regions separated by the weak zone; arrows point in opposite directions) shows that our simulation predicts

trench rollback, as is known to occur in this region. Resolving these local phenomena is critical for global mantle flow models to fit observations;

this is the first time that a dynamic mantle flow model predicts these phenomena [9].

150–300 million finite elements. These meshes typically

contain 8 different refinement levels and about a billion

(velocity and pressure) unknowns. As the mesh adapts

and is repartitioned, all solution fields are interpolated

between meshes and redistributed according to the mesh

partition.

Figure 7 presents runtime percentages for the solution

of a typical global mantle convection problem using

Rhea as outlined above. The percentages are broken

down into AMR operations, solver time (which includes

nonlinear residual formation, Picard operator construc-

tion, and Krylov iteration matrix-vector products and

inner products), and AMG V-cycle time. As can be seen

from the table, the time spent in AMR components is

completely overwhelmed by the solver (solve + V-cycle)

time; in this case, the AMR components together require

no more than 0.12% of runtime. Thus, parallel AMR

has transformed a problem that would have required an

exascale computer to obtain 1 km uniform resolution,

to one that can fit on a petascale cluster by employing

Actual timing
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sized groups. (B) Left-to-right traversal of the leaves is interpreted as a space-filling curve through the
mesh, identifying a unique total ordering of elements and the parallel partition. The coordinate systems of
the quadtrees can have arbitrary relative orientation. Depending on the respective number of processors
and octrees, a processor may hold parts of more than one octree, and one octree may be divided between
multiple processors. (C) Scaling of the two most expensive AMR octree operations (2:1 balance of
the mesh and globally unique node numbering) for a six-octree synthetic mesh adaptation problem.
We examine “weak” scaling, which means that the problem size (i.e., the total number of elements) is
increased in proportion to the number of processor cores (while maintaining a roughly constant number
of elements per processor core). We begin with a 15.6 × 106 element mesh on 12 processor cores of a
Cray XT5 supercomputer, and use additional refinements until we reach 5.13×1011 elements on the full
machine. As seen in (C), normalized run time increases only mildly with problem size, indicating near-
ideal parallel scalability of the AMR algorithms. (D) Timings for adaptive solution of global mantle flow
problem on 8,000 processor cores of the Sun/AMD Ranger cluster at TACC. The table gives the overall
time taken by different AMR functions for a typical simulation. The time taken for the most significant
AMR functions is reported. The overall time spent in AMR components (under 18 seconds) is 0.05% of
the time spent in the nonlinear Stokes solver (just over 9 hours, which includes the interpolation of the
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a b s t r a c t

We present a framework for parallel adaptive solution of variable-viscosity Stokes flow problems. We
focus on data structures, algorithms, and solvers that can scale to thousands of processor cores. The prob-
lem is discretized by octree-based finite elements with explicit enforcement of continuity constraints at
hanging nodes. The parallel octree structure allows for fast neighbor-finding and facilitates local coarsen-
ing and refinement of the mesh. Mesh adaptivity is driven by a posteriori error indicators, including
adjoint-based goal-oriented techniques. Dynamic load-balancing is achieved by dynamically partitioning
a Morton-ordered space-filling curve. The Stokes system is solved iteratively using the minimum residual
method (MINRES), preconditioned by a Schur-complement-based approximate inverse that employs
algebraic multigrid V-cycle approximations of the inverses of the Poisson-like operators. We demonstrate
the effectiveness of this framework on several testbed problems with up to 6 orders of magnitude vari-
ation in viscosity and up to 1.7 billion unknowns, on up to 4096 cores. The results indicate that the over-
head due to all AMR components is less than 3% of the overall solve time, the solver exhibits very good
algorithmic and parallel implementation scalability, the solver is insensitive to the magnitude of viscosity
variation, and adjoint-based adaptivity results in over two orders of magnitude reduction in number of
unknowns and up to an order of magnitude improvement in runtime relative to a uniform mesh, for
the same level of error.

Published by Elsevier B.V.

1. Introduction

Variable-viscosity Stokes equations play an important role in
models of creeping flows arising in several geophysical areas,
including magma migration [21], mantle convection [22,32], and
ice sheet dynamics [18]. In many cases, the presence of local
fine-scale features requires adaptive mesh refinement/coarsening
(AMR) to make the Stokes flow models tractable. Furthermore,
even with the use of AMR, problem sizes are often so large that
solution on multi-thousand processor supercomputers is neces-
sary, which typically presents difficulty for AMR algorithms. More-
over, viscosities can vary by several orders of magnitude, posing
challenges for popular scalable solvers.

Here, we present a framework for parallel adaptive finite ele-
ment solution of variable-viscosity Stokes equations that scales
to thousands of processor cores. The framework combines ALPS,
our library for parallel octree-based AMR with a multigrid-precon-

ditioned Krylov method for the solution of variable-viscosity
Stokes systems. At each cycle, the Stokes equations are solved on
the current mesh, and a posteriori error estimates are used to mark
elements for refinement. After refinement, the solution on the old
mesh is interpolated to the new mesh and used as initialization for
the next Stokes solve.

Our goal is to achieve scalability and performance for the entire
adaptive process. This requires efficient mathematical methods
and careful design and implementation of algorithms. First, effi-
cient and scalable algorithms for error estimation, local refine-
ment, and repartitioning of meshes are needed. Ideally, the time
needed for AMR components should remain small compared to
solver time, so that the gains accrued from having fewer degrees
of freedom are not offset by inefficiencies of the algorithms for
adaptivity. Second, the numerical components of the discretization
and solver must be constructed carefully so that we achieve opti-
mal (or nearly optimal) algorithmic scalability. This results when
the number of iterations of the solver remains nearly constant as
the mesh is refined or the viscosity variation increases. Third,
algorithms for the discretization, Stokes solver, and AMR
components must be implemented with careful attention to
parallel scalability.
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a b s t r a c t

The numerical solution of a discrete Stokes flow problem is a common component of many computational
geodynamic models. We compare using the Schur complement reduction (SCR) and a fully coupled (FC)
approach to solve geodynamic problems which are characterized by incompressible fluids containing large
variations in viscosity. The scalability and robustness of these methods is assessed by examining their
sensitivity to the discretization parameter h and the viscosity contrast !", respectively. We demonstrate
that the scaled BFBt preconditioner [Elman, H.C., Howle, V.E., Shadid, J., Shuttleworth, R., Tuminaro, R.,
2006. Block preconditioners based on approximate commutators. SIAM J. Sci. Comput. 27 (5), 1651–1668]
can be an effective preconditioner for S = GTK−1G, even when the fluid viscosity varies in space, provided
an appropriate scaling is used. The performance of this preconditioner is strongly linked to the scaling
employed. Through a number of numerical experiments, we demonstrate that our new scaling strategy
ensures that the scaled BFBt preconditioner remains effective in scenarios where the viscosity variations
are either locally smooth or discontinuous. Of the solvers considered, applying FGMRES to the pressure
Schur complement in combination with BFBt and our choice of scaling matrices was the most scalable
and robust approach.

© 2008 Elsevier B.V. All rights reserved.

1. Introduction

Incompressible Stokes flow has become a prototypical contin-
uum description for geodynamic processes due to the inherently
long time scales and the fact that rock can often be regarded as
incompressible. Given the stress #ij and body force fi, the conser-
vation of momentum in a domain $ is given by #ij,j + fi = 0. For
modelling incompressible flow it is convenient to decompose the
stress into its deviatoric and volumetric components according to
#ij = %ij − pıij , where p is the dynamic pressure. If we let ui denote
the fluid velocity, then the conservation of momentum and mass is
given by

%ij,j − p,i + fi = 0, −ui,i = 0, (1)

together with the boundary conditions:

ui = gi on &gi

#ijnj = hi on &hi
,

(2)

where ni is the unit outward normal vector to the boundary of the
domain, ∂$ = &gi ∪ &hi

. To uniquely define the pressure field we

∗ Corresponding author. Tel.: +61 399 054 500.
E-mail address: david.may@sci.monash.edu.au (D.A. May).

also require that
∫

$

p dV = ps, (3)

for some constant ps. The strain rate

(̇ij = 1
2

(ui,j + uj,i), (4)

is related to the deviatoric stress %ij via

%ij = )ijkl(̇kl, (5)

where )ijkl is referred to as the constitutive tensor. By inserting the
constitutive relationship (5) and the definition of the strain rate
(4) into the momentum equation (1), the viscous flow problem can
be posed in terms of the unknowns ui, p. Here we consider a spa-
tial discretization given the Finite Element Method (FEM), which
applied to (1) yields a discrete saddle point system Ax = b:
(

K G
GT 0

)(
u
p

)
=

(
f
h

)
, (6)

where K ∈Rm×m is a symmetric positive definite matrix associated
with the discrete form of %ij,j and G ∈Rm×n, m > n is associated
with the discretized gradient operator. Due to the presence of the
zero matrix in the (2, 2) block, A is indefinite. Formulations lead-

0031-9201/$ – see front matter © 2008 Elsevier B.V. All rights reserved.
doi:10.1016/j.pepi.2008.07.036
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Computational Seismology

Weak Form
�
Ω η(T ,V ∗

)∇u : ∇vdV +
�
Ω p∇· udV =

�
Ω u · TgdV�

Ω q∇· vdV = 0

Which for a stable mixed element (e.g. Q2-Q1, Taylor Hood)

assembles to

Discrete Saddle-Point System

�
A(T , v∗) G

G
T

0

��
v
p

�
=

�
f
0

�
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or for unstable element pair (e.g. Q1-Q1) can stabilize

Discrete Saddle-Point System
�

A(T , v∗) G

G
T −C

��
v
p

�
=

�
f
0

�

The operator can be block factorized as

Factorization

�
A G

G
T −C

�
=

�
I 0

−GTA−1 I

��
A 0
0 S

��
I −GTA−1

0 I

�

where
S = −(GTA−1G + C )

is the Schur Complement
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Block Diagonal Preconditioner

P =

�
A 0
0 S

�

or even more approximate preconditioner

P =

�
Â 0
0 µ−1Q

�

where

Â =




L1 0 0
0 L2 0
0 0 L3



 Li =

�

Ω
µ∇ui · ∇vidV

and Q is the pressure mass matrix.

All based on ideas nicely laid out for iso-viscous Stokes in H.C.
Elman, D.J. Silvester, A.J. Wathen, Finite Elements and Fast
Iterative Solvers with Applications in Incompressible Fluid
Dynamics, Oxford University Press, Oxford, 2005.
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Note: if viscosity is constant,  this PC can shown to be 
optimal (the problem is that viscosity is highly variable)

and the residual reduction rate of the AMG solver we refer to
[10,13].

5.1. Example 1: mantle convection

Mantle convection is the principal driving mechanism for the
thermal and geological evolution of the Earth’s surface. The
dynamics of mantle convection are governed by equations for the
balance of mass, linear momentum, and energy, e.g., [32]. A simpli-
fied model is given by a time-dependent advection–diffusion equa-
tion for temperature, coupled with a stationary Stokes equation
with temperature-dependent, and hence spatially-variable, viscos-
ity. Using an operator splitting approach, the Stokes problem is
solved at each time step, given the temperature field. This yields
an updated velocity field for the advection–diffusion equation.
Typically, the Stokes problems are characterized by viscosities that
vary by 103 to 107 orders of magnitude. Moreover, to resolve the
wide range of spatial scales frequently encountered, adaptively re-
fined meshes are often required.

In this section, we study the Stokes solver for a model problem
of rising thermal blob (see Fig. 3, left). The domain is X ¼ ½0;1#3 and
we use free-slip boundary conditions, i.e., zero normal velocity and
zero tangential traction. The right hand side f and the viscosity l
depend on the temperature field Tðx; y; zÞ :¼ expð&bððx& 0:5Þ2þ
ðy& 0:5Þ2 þ ðz& 0:2Þ2ÞÞ as

f ¼ ð0; 0;106 TÞ; l ¼ expð&aTÞ: ð14Þ

The constants a;b P 0 above are used to control the viscosity vari-
ation. With the exception of the cases reported in Table 4, we use
a ¼ 7:5 and b ¼ 200, which results in a viscosity contrast of approx-
imately 5( 103.

Table 2 shows the time needed for the Stokes solver and all AMR
components as the problem size and number of cores are scaled in
isogranular fashion. Each case is initialized on a uniformmesh with
32.7 K elements per core. We perform three mesh refinement

cycles, as follows. At each cycle, the Stokes problem is solved and
a global error estimator is used to refine the 7% of elements with
the largest error. After refining the mesh, the coarser mesh solution
is interpolated onto the refined mesh, and used as an initial guess
for the MINRES iterative solver on the refined mesh. After three
refinements, this results in a mesh with approximately 110 K ele-
ments per core. On this final mesh, which contains four sizes of ele-
ments, a final Stokes solve is performed. Table 2 shows that for a
range from 1 to 4096 cores, all AMR components (including error
estimation, marking/refinement, mesh extraction, 2:1 balance con-
dition enforcement, interpolation and solution transfer, and repar-
titioning of the mesh) consume less than 3% of the overall solve
time. The most costly AMR components are the mesh extraction
algorithm, in which the finite element mesh is constructed from
the octree, and the repartitioning of the mesh among the cores,
which is needed for load-balancing. Nevertheless, despite the large
communication volumes required by these components, they re-
quire negligible time relative to the solver. Of course, one could al-
ways make the AMR components look good by employing a poor
solver. The next two tables demonstrate that this is not the case:
the solver has nearly-ideal algorithmic scaling and insensitivity
to viscosity variation.

To analyze the isogranular scalability of the solver, Table 3 pro-
vides a breakdown of the timings for the Stokes solve on the final
(i.e., the three-times-refined) mesh. To make the results indepen-
dent of the solutions on the coarser meshes, for this test we initial-
ize the MINRES iteration with a zero solution. The table reports the
number of MINRES iterations as well as the time needed for the
AMG setup, MINRES solve excluding the preconditioner (which is
dominated by a matrix–vector product), and V-cycle precondition-
er. The number of MINRES iterations is seen to be almost insensi-
tive to a 4096-fold increase in number of degrees of freedom.
The AMG setup time is the time used by BoomerAMG to construct
the coarse grid hierarchy and the interpolation operators. Due to
the decoupling of the velocity components in the preconditioner,

Fig. 3. Left: thermal blob and streamlines for Example 1. Right: velocity field for Example 2.

Table 2
Timings (in seconds) for adaptive solution of Example 1 (mantle convection) problem for isogranular (weak) scaling. Problem size increases with number of cores, maintaining
32.7 K elements per core. The mesh undergoes three refinements, beginning from a uniform coarse mesh. At each refinement step, the Stokes system is solved and the mesh is
refined based on the global a posteriori error indicator. The table gives the total time taken by the Stokes solver and by the different AMR components. Columns 3–8 report the
time taken for the complete AMR process, i.e. for error estimation, marking and refining elements, extracting the newmesh, 2:1-balancing of the octree, interpolation and transfer
of the solution fields to the new mesh, and repartitioning of the octree. The last column shows the percentage of overall time spent in AMR components relative to the solve time,
which is less than 3% in all cases.

# Cores Solver time Error estimate Mark & refine Extract mesh Balance tree Interp. & transfer Partition tree AMR time
solve time (%)

1 345.6 1.78 0.08 2.05 0.12 0.13 0.00 1.2
8 374.8 2.29 0.22 3.38 0.27 0.16 1.77 2.2
64 497.6 2.66 0.36 6.21 1.00 0.22 2.51 2.6
512 696.5 2.89 0.84 9.64 2.05 0.43 3.26 2.8
4096 1095.8 3.04 1.41 10.44 2.39 0.64 10.92 2.6
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Variable Viscosity Stokes
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and the residual reduction rate of the AMG solver we refer to
[10,13].

5.1. Example 1: mantle convection

Mantle convection is the principal driving mechanism for the
thermal and geological evolution of the Earth’s surface. The
dynamics of mantle convection are governed by equations for the
balance of mass, linear momentum, and energy, e.g., [32]. A simpli-
fied model is given by a time-dependent advection–diffusion equa-
tion for temperature, coupled with a stationary Stokes equation
with temperature-dependent, and hence spatially-variable, viscos-
ity. Using an operator splitting approach, the Stokes problem is
solved at each time step, given the temperature field. This yields
an updated velocity field for the advection–diffusion equation.
Typically, the Stokes problems are characterized by viscosities that
vary by 103 to 107 orders of magnitude. Moreover, to resolve the
wide range of spatial scales frequently encountered, adaptively re-
fined meshes are often required.

In this section, we study the Stokes solver for a model problem
of rising thermal blob (see Fig. 3, left). The domain is X ¼ ½0;1#3 and
we use free-slip boundary conditions, i.e., zero normal velocity and
zero tangential traction. The right hand side f and the viscosity l
depend on the temperature field Tðx; y; zÞ :¼ expð&bððx& 0:5Þ2þ
ðy& 0:5Þ2 þ ðz& 0:2Þ2ÞÞ as

f ¼ ð0; 0;106 TÞ; l ¼ expð&aTÞ: ð14Þ

The constants a;b P 0 above are used to control the viscosity vari-
ation. With the exception of the cases reported in Table 4, we use
a ¼ 7:5 and b ¼ 200, which results in a viscosity contrast of approx-
imately 5( 103.

Table 2 shows the time needed for the Stokes solver and all AMR
components as the problem size and number of cores are scaled in
isogranular fashion. Each case is initialized on a uniformmesh with
32.7 K elements per core. We perform three mesh refinement

cycles, as follows. At each cycle, the Stokes problem is solved and
a global error estimator is used to refine the 7% of elements with
the largest error. After refining the mesh, the coarser mesh solution
is interpolated onto the refined mesh, and used as an initial guess
for the MINRES iterative solver on the refined mesh. After three
refinements, this results in a mesh with approximately 110 K ele-
ments per core. On this final mesh, which contains four sizes of ele-
ments, a final Stokes solve is performed. Table 2 shows that for a
range from 1 to 4096 cores, all AMR components (including error
estimation, marking/refinement, mesh extraction, 2:1 balance con-
dition enforcement, interpolation and solution transfer, and repar-
titioning of the mesh) consume less than 3% of the overall solve
time. The most costly AMR components are the mesh extraction
algorithm, in which the finite element mesh is constructed from
the octree, and the repartitioning of the mesh among the cores,
which is needed for load-balancing. Nevertheless, despite the large
communication volumes required by these components, they re-
quire negligible time relative to the solver. Of course, one could al-
ways make the AMR components look good by employing a poor
solver. The next two tables demonstrate that this is not the case:
the solver has nearly-ideal algorithmic scaling and insensitivity
to viscosity variation.

To analyze the isogranular scalability of the solver, Table 3 pro-
vides a breakdown of the timings for the Stokes solve on the final
(i.e., the three-times-refined) mesh. To make the results indepen-
dent of the solutions on the coarser meshes, for this test we initial-
ize the MINRES iteration with a zero solution. The table reports the
number of MINRES iterations as well as the time needed for the
AMG setup, MINRES solve excluding the preconditioner (which is
dominated by a matrix–vector product), and V-cycle precondition-
er. The number of MINRES iterations is seen to be almost insensi-
tive to a 4096-fold increase in number of degrees of freedom.
The AMG setup time is the time used by BoomerAMG to construct
the coarse grid hierarchy and the interpolation operators. Due to
the decoupling of the velocity components in the preconditioner,

Fig. 3. Left: thermal blob and streamlines for Example 1. Right: velocity field for Example 2.

Table 2
Timings (in seconds) for adaptive solution of Example 1 (mantle convection) problem for isogranular (weak) scaling. Problem size increases with number of cores, maintaining
32.7 K elements per core. The mesh undergoes three refinements, beginning from a uniform coarse mesh. At each refinement step, the Stokes system is solved and the mesh is
refined based on the global a posteriori error indicator. The table gives the total time taken by the Stokes solver and by the different AMR components. Columns 3–8 report the
time taken for the complete AMR process, i.e. for error estimation, marking and refining elements, extracting the newmesh, 2:1-balancing of the octree, interpolation and transfer
of the solution fields to the new mesh, and repartitioning of the octree. The last column shows the percentage of overall time spent in AMR components relative to the solve time,
which is less than 3% in all cases.

# Cores Solver time Error estimate Mark & refine Extract mesh Balance tree Interp. & transfer Partition tree AMR time
solve time (%)

1 345.6 1.78 0.08 2.05 0.12 0.13 0.00 1.2
8 374.8 2.29 0.22 3.38 0.27 0.16 1.77 2.2
64 497.6 2.66 0.36 6.21 1.00 0.22 2.51 2.6
512 696.5 2.89 0.84 9.64 2.05 0.43 3.26 2.8
4096 1095.8 3.04 1.41 10.44 2.39 0.64 10.92 2.6
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Timing: weak scaling on Ranger

the AMG setup phase is carried out for three different scalar sys-
tems. Table 3 shows the parallel efficiencies for these different
components as well as the overall parallel efficiency. The AMG set-
up and V-cycle preconditioner times grow faster than the times for
the other parts of the solver, which scale almost optimally. This is
due to the extensive communication needed in the setup phase
and the coarse grid solve within the V-cycle preconditioner. For
more discussion of these well-known bottlenecks of parallel AMG
implementations, we refer to [16,13]. Ultimately, however, an
overall parallel efficiency of 34% in scaling from 1 to 4096 cores
should be regarded as excellent performance for implicit solution
of a highly variable coefficient saddle point problem.

Finally, we study the dependence of the solver on the magni-
tude of viscosity variation. As before, we consider the Stokes solve
on the final mesh, which has undergone three cycles of refinement.
Changing the parameters a and b in (14) leads to different con-
trasts in the viscosity. Table 4 shows the resulting minimum and
maximum values of the viscosity throughout the mesh and the
maximum viscosity gradient. The table reports the number of MIN-
RES iterations needed for solution of a problemwith 216 M degrees
of freedom on 512 cores, the AMG setup time, and the average sol-
ver time per MINRES iteration. The number of MINRES iterations

remains essentially constant, independent of the range of viscosity
variation. Moreover, the AMG setup time, which takes into account
viscosity when building the coarse grid hierarchy, takes approxi-
mately the same amount of time in all cases.

5.2. Example 2: benchmark for melt migration

The second example is a benchmark problem from magma
dynamics. Magma dynamics can be modeled by a coupling of
Darcy’s law for porous flow of melt within a viscously deforming
solid date represented by Stokes flow [21]. The pressure gradient
from the Stokes equation affects the melt flow (see e.g. [24]), so
for this problem it is critical to compute an accurate approximation
of the pressure with the Stokes solver. We solve the benchmark
Stokes flow problem proposed in [23], which models flow of the
mantle driven by a mid-ocean ridge-transform-ridge spreading
center. Fig. 4a illustrates the geometry of the driving plates, while
the right image in Fig. 3 gives the velocity field. Large pressures are
expected at the ridge, which will drive adaptivity. A semi-analyti-
cal spectral solution of the benchmark problem [29] is used as a
reference solution to calculate the error in the finite element
approximations.

Table 3
Isogranular (weak) scaling of the solver for Example 1 with varying viscosity l on the triply-adapted mesh. The number of cores, number of degrees of freedom, number of
MINRES iterations, AMG setup time, MINRES iteration time excluding multigrid V-cycle, and V-cycle preconditioner time are shown in the table. Also shown are the algorithmic
parallel efficiency gA based on the number of MINRES iterations (gA ¼ 1:00 implies number of iterations remain constant with increasing problem size), the implementation
parallel efficiency gI of one MINRES iteration excluding the V-cycle (gI ¼ 1:00 means MINRES runtime is independent of problem size), the parallel efficiency of the V-cycle
preconditioner gV (1.00 means V-cycle runtime is independent of problem size), and the overall parallel efficiency g (gV ¼ 1:00 means the end-to-end execution time, including
the setup phase, is independent of the problem size).

# Cores # Dofs MINRES # iterations AMG setup (s) MINRES matvec (s) AMG V-cycle (s) gA gI gV g

1 403K 63 8.2 174.8 49.9 1.00 1.00 1.00 1.00
8 3.3M 66 14.8 215.2 78.1 0.95 0.85 0.67 0.76
64 26.8M 75 20.6 240.2 143.9 0.84 0.87 0.41 0.58
512 216M 90 28.4 295.4 222.2 0.70 0.85 0.32 0.43
4096 1.7B 106 50.2 349.5 378.2 0.59 0.84 0.22 0.34

Table 4
Performance of Stokes solver for varying viscosity given by (14) for a and b as given in the table. As in Table 3 we use a mesh that has undergone three cycles of refinement, and
examine only the final Stokes solve (which is initialized with a zero solution). The table reports the minimum and maximum viscosity values (lmin and lmax), the maximum
viscosity gradient norm krlkmax, the number of MINRES iterations, the AMG setup time, and the average time per MINRES iteration. Each case has approximately 216M degrees
of freedom and is solved on 512 cores.

a b lmin lmax krlkmax # MINRES iterations AMG setup time (s) Solve time per iteration (s)

0 – 1.00e–0 1.00 0.00e+0 86 25.29 5.82
3 200 4.98e–2 1.00 2.05e+1 80 28.02 5.80
7.5 20 5.53e–4 1.00 8.33e+0 75 25.26 5.62
7.5 200 5.53e–4 1.00 2.63e+1 90 28.44 5.75
7.5 2000 5.53e–4 1.00 8.28e+1 91 26.97 5.35
12 200 6.14e–6 1.00 2.89e+1 95 28.42 5.70
15 200 3.06e–7 1.00 3.14e+1 93 31.35 6.46

a b

Fig. 4. (a) Geometry of plates driving the ridge-transform-ridge benchmark problem. (b) The region X1 used in the quantity of interest.
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and the residual reduction rate of the AMG solver we refer to
[10,13].

5.1. Example 1: mantle convection

Mantle convection is the principal driving mechanism for the
thermal and geological evolution of the Earth’s surface. The
dynamics of mantle convection are governed by equations for the
balance of mass, linear momentum, and energy, e.g., [32]. A simpli-
fied model is given by a time-dependent advection–diffusion equa-
tion for temperature, coupled with a stationary Stokes equation
with temperature-dependent, and hence spatially-variable, viscos-
ity. Using an operator splitting approach, the Stokes problem is
solved at each time step, given the temperature field. This yields
an updated velocity field for the advection–diffusion equation.
Typically, the Stokes problems are characterized by viscosities that
vary by 103 to 107 orders of magnitude. Moreover, to resolve the
wide range of spatial scales frequently encountered, adaptively re-
fined meshes are often required.

In this section, we study the Stokes solver for a model problem
of rising thermal blob (see Fig. 3, left). The domain is X ¼ ½0;1#3 and
we use free-slip boundary conditions, i.e., zero normal velocity and
zero tangential traction. The right hand side f and the viscosity l
depend on the temperature field Tðx; y; zÞ :¼ expð&bððx& 0:5Þ2þ
ðy& 0:5Þ2 þ ðz& 0:2Þ2ÞÞ as

f ¼ ð0; 0;106 TÞ; l ¼ expð&aTÞ: ð14Þ

The constants a;b P 0 above are used to control the viscosity vari-
ation. With the exception of the cases reported in Table 4, we use
a ¼ 7:5 and b ¼ 200, which results in a viscosity contrast of approx-
imately 5( 103.

Table 2 shows the time needed for the Stokes solver and all AMR
components as the problem size and number of cores are scaled in
isogranular fashion. Each case is initialized on a uniformmesh with
32.7 K elements per core. We perform three mesh refinement

cycles, as follows. At each cycle, the Stokes problem is solved and
a global error estimator is used to refine the 7% of elements with
the largest error. After refining the mesh, the coarser mesh solution
is interpolated onto the refined mesh, and used as an initial guess
for the MINRES iterative solver on the refined mesh. After three
refinements, this results in a mesh with approximately 110 K ele-
ments per core. On this final mesh, which contains four sizes of ele-
ments, a final Stokes solve is performed. Table 2 shows that for a
range from 1 to 4096 cores, all AMR components (including error
estimation, marking/refinement, mesh extraction, 2:1 balance con-
dition enforcement, interpolation and solution transfer, and repar-
titioning of the mesh) consume less than 3% of the overall solve
time. The most costly AMR components are the mesh extraction
algorithm, in which the finite element mesh is constructed from
the octree, and the repartitioning of the mesh among the cores,
which is needed for load-balancing. Nevertheless, despite the large
communication volumes required by these components, they re-
quire negligible time relative to the solver. Of course, one could al-
ways make the AMR components look good by employing a poor
solver. The next two tables demonstrate that this is not the case:
the solver has nearly-ideal algorithmic scaling and insensitivity
to viscosity variation.

To analyze the isogranular scalability of the solver, Table 3 pro-
vides a breakdown of the timings for the Stokes solve on the final
(i.e., the three-times-refined) mesh. To make the results indepen-
dent of the solutions on the coarser meshes, for this test we initial-
ize the MINRES iteration with a zero solution. The table reports the
number of MINRES iterations as well as the time needed for the
AMG setup, MINRES solve excluding the preconditioner (which is
dominated by a matrix–vector product), and V-cycle precondition-
er. The number of MINRES iterations is seen to be almost insensi-
tive to a 4096-fold increase in number of degrees of freedom.
The AMG setup time is the time used by BoomerAMG to construct
the coarse grid hierarchy and the interpolation operators. Due to
the decoupling of the velocity components in the preconditioner,

Fig. 3. Left: thermal blob and streamlines for Example 1. Right: velocity field for Example 2.

Table 2
Timings (in seconds) for adaptive solution of Example 1 (mantle convection) problem for isogranular (weak) scaling. Problem size increases with number of cores, maintaining
32.7 K elements per core. The mesh undergoes three refinements, beginning from a uniform coarse mesh. At each refinement step, the Stokes system is solved and the mesh is
refined based on the global a posteriori error indicator. The table gives the total time taken by the Stokes solver and by the different AMR components. Columns 3–8 report the
time taken for the complete AMR process, i.e. for error estimation, marking and refining elements, extracting the newmesh, 2:1-balancing of the octree, interpolation and transfer
of the solution fields to the new mesh, and repartitioning of the octree. The last column shows the percentage of overall time spent in AMR components relative to the solve time,
which is less than 3% in all cases.

# Cores Solver time Error estimate Mark & refine Extract mesh Balance tree Interp. & transfer Partition tree AMR time
solve time (%)

1 345.6 1.78 0.08 2.05 0.12 0.13 0.00 1.2
8 374.8 2.29 0.22 3.38 0.27 0.16 1.77 2.2
64 497.6 2.66 0.36 6.21 1.00 0.22 2.51 2.6
512 696.5 2.89 0.84 9.64 2.05 0.43 3.26 2.8
4096 1095.8 3.04 1.41 10.44 2.39 0.64 10.92 2.6
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Performance with respect to viscosity variation

and the residual reduction rate of the AMG solver we refer to
[10,13].

5.1. Example 1: mantle convection

Mantle convection is the principal driving mechanism for the
thermal and geological evolution of the Earth’s surface. The
dynamics of mantle convection are governed by equations for the
balance of mass, linear momentum, and energy, e.g., [32]. A simpli-
fied model is given by a time-dependent advection–diffusion equa-
tion for temperature, coupled with a stationary Stokes equation
with temperature-dependent, and hence spatially-variable, viscos-
ity. Using an operator splitting approach, the Stokes problem is
solved at each time step, given the temperature field. This yields
an updated velocity field for the advection–diffusion equation.
Typically, the Stokes problems are characterized by viscosities that
vary by 103 to 107 orders of magnitude. Moreover, to resolve the
wide range of spatial scales frequently encountered, adaptively re-
fined meshes are often required.

In this section, we study the Stokes solver for a model problem
of rising thermal blob (see Fig. 3, left). The domain is X ¼ ½0;1#3 and
we use free-slip boundary conditions, i.e., zero normal velocity and
zero tangential traction. The right hand side f and the viscosity l
depend on the temperature field Tðx; y; zÞ :¼ expð&bððx& 0:5Þ2þ
ðy& 0:5Þ2 þ ðz& 0:2Þ2ÞÞ as

f ¼ ð0; 0;106 TÞ; l ¼ expð&aTÞ: ð14Þ

The constants a;b P 0 above are used to control the viscosity vari-
ation. With the exception of the cases reported in Table 4, we use
a ¼ 7:5 and b ¼ 200, which results in a viscosity contrast of approx-
imately 5( 103.

Table 2 shows the time needed for the Stokes solver and all AMR
components as the problem size and number of cores are scaled in
isogranular fashion. Each case is initialized on a uniformmesh with
32.7 K elements per core. We perform three mesh refinement

cycles, as follows. At each cycle, the Stokes problem is solved and
a global error estimator is used to refine the 7% of elements with
the largest error. After refining the mesh, the coarser mesh solution
is interpolated onto the refined mesh, and used as an initial guess
for the MINRES iterative solver on the refined mesh. After three
refinements, this results in a mesh with approximately 110 K ele-
ments per core. On this final mesh, which contains four sizes of ele-
ments, a final Stokes solve is performed. Table 2 shows that for a
range from 1 to 4096 cores, all AMR components (including error
estimation, marking/refinement, mesh extraction, 2:1 balance con-
dition enforcement, interpolation and solution transfer, and repar-
titioning of the mesh) consume less than 3% of the overall solve
time. The most costly AMR components are the mesh extraction
algorithm, in which the finite element mesh is constructed from
the octree, and the repartitioning of the mesh among the cores,
which is needed for load-balancing. Nevertheless, despite the large
communication volumes required by these components, they re-
quire negligible time relative to the solver. Of course, one could al-
ways make the AMR components look good by employing a poor
solver. The next two tables demonstrate that this is not the case:
the solver has nearly-ideal algorithmic scaling and insensitivity
to viscosity variation.

To analyze the isogranular scalability of the solver, Table 3 pro-
vides a breakdown of the timings for the Stokes solve on the final
(i.e., the three-times-refined) mesh. To make the results indepen-
dent of the solutions on the coarser meshes, for this test we initial-
ize the MINRES iteration with a zero solution. The table reports the
number of MINRES iterations as well as the time needed for the
AMG setup, MINRES solve excluding the preconditioner (which is
dominated by a matrix–vector product), and V-cycle precondition-
er. The number of MINRES iterations is seen to be almost insensi-
tive to a 4096-fold increase in number of degrees of freedom.
The AMG setup time is the time used by BoomerAMG to construct
the coarse grid hierarchy and the interpolation operators. Due to
the decoupling of the velocity components in the preconditioner,

Fig. 3. Left: thermal blob and streamlines for Example 1. Right: velocity field for Example 2.

Table 2
Timings (in seconds) for adaptive solution of Example 1 (mantle convection) problem for isogranular (weak) scaling. Problem size increases with number of cores, maintaining
32.7 K elements per core. The mesh undergoes three refinements, beginning from a uniform coarse mesh. At each refinement step, the Stokes system is solved and the mesh is
refined based on the global a posteriori error indicator. The table gives the total time taken by the Stokes solver and by the different AMR components. Columns 3–8 report the
time taken for the complete AMR process, i.e. for error estimation, marking and refining elements, extracting the newmesh, 2:1-balancing of the octree, interpolation and transfer
of the solution fields to the new mesh, and repartitioning of the octree. The last column shows the percentage of overall time spent in AMR components relative to the solve time,
which is less than 3% in all cases.

# Cores Solver time Error estimate Mark & refine Extract mesh Balance tree Interp. & transfer Partition tree AMR time
solve time (%)

1 345.6 1.78 0.08 2.05 0.12 0.13 0.00 1.2
8 374.8 2.29 0.22 3.38 0.27 0.16 1.77 2.2
64 497.6 2.66 0.36 6.21 1.00 0.22 2.51 2.6
512 696.5 2.89 0.84 9.64 2.05 0.43 3.26 2.8
4096 1095.8 3.04 1.41 10.44 2.39 0.64 10.92 2.6
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the AMG setup phase is carried out for three different scalar sys-
tems. Table 3 shows the parallel efficiencies for these different
components as well as the overall parallel efficiency. The AMG set-
up and V-cycle preconditioner times grow faster than the times for
the other parts of the solver, which scale almost optimally. This is
due to the extensive communication needed in the setup phase
and the coarse grid solve within the V-cycle preconditioner. For
more discussion of these well-known bottlenecks of parallel AMG
implementations, we refer to [16,13]. Ultimately, however, an
overall parallel efficiency of 34% in scaling from 1 to 4096 cores
should be regarded as excellent performance for implicit solution
of a highly variable coefficient saddle point problem.

Finally, we study the dependence of the solver on the magni-
tude of viscosity variation. As before, we consider the Stokes solve
on the final mesh, which has undergone three cycles of refinement.
Changing the parameters a and b in (14) leads to different con-
trasts in the viscosity. Table 4 shows the resulting minimum and
maximum values of the viscosity throughout the mesh and the
maximum viscosity gradient. The table reports the number of MIN-
RES iterations needed for solution of a problemwith 216 M degrees
of freedom on 512 cores, the AMG setup time, and the average sol-
ver time per MINRES iteration. The number of MINRES iterations

remains essentially constant, independent of the range of viscosity
variation. Moreover, the AMG setup time, which takes into account
viscosity when building the coarse grid hierarchy, takes approxi-
mately the same amount of time in all cases.

5.2. Example 2: benchmark for melt migration

The second example is a benchmark problem from magma
dynamics. Magma dynamics can be modeled by a coupling of
Darcy’s law for porous flow of melt within a viscously deforming
solid date represented by Stokes flow [21]. The pressure gradient
from the Stokes equation affects the melt flow (see e.g. [24]), so
for this problem it is critical to compute an accurate approximation
of the pressure with the Stokes solver. We solve the benchmark
Stokes flow problem proposed in [23], which models flow of the
mantle driven by a mid-ocean ridge-transform-ridge spreading
center. Fig. 4a illustrates the geometry of the driving plates, while
the right image in Fig. 3 gives the velocity field. Large pressures are
expected at the ridge, which will drive adaptivity. A semi-analyti-
cal spectral solution of the benchmark problem [29] is used as a
reference solution to calculate the error in the finite element
approximations.

Table 3
Isogranular (weak) scaling of the solver for Example 1 with varying viscosity l on the triply-adapted mesh. The number of cores, number of degrees of freedom, number of
MINRES iterations, AMG setup time, MINRES iteration time excluding multigrid V-cycle, and V-cycle preconditioner time are shown in the table. Also shown are the algorithmic
parallel efficiency gA based on the number of MINRES iterations (gA ¼ 1:00 implies number of iterations remain constant with increasing problem size), the implementation
parallel efficiency gI of one MINRES iteration excluding the V-cycle (gI ¼ 1:00 means MINRES runtime is independent of problem size), the parallel efficiency of the V-cycle
preconditioner gV (1.00 means V-cycle runtime is independent of problem size), and the overall parallel efficiency g (gV ¼ 1:00 means the end-to-end execution time, including
the setup phase, is independent of the problem size).

# Cores # Dofs MINRES # iterations AMG setup (s) MINRES matvec (s) AMG V-cycle (s) gA gI gV g

1 403K 63 8.2 174.8 49.9 1.00 1.00 1.00 1.00
8 3.3M 66 14.8 215.2 78.1 0.95 0.85 0.67 0.76
64 26.8M 75 20.6 240.2 143.9 0.84 0.87 0.41 0.58
512 216M 90 28.4 295.4 222.2 0.70 0.85 0.32 0.43
4096 1.7B 106 50.2 349.5 378.2 0.59 0.84 0.22 0.34

Table 4
Performance of Stokes solver for varying viscosity given by (14) for a and b as given in the table. As in Table 3 we use a mesh that has undergone three cycles of refinement, and
examine only the final Stokes solve (which is initialized with a zero solution). The table reports the minimum and maximum viscosity values (lmin and lmax), the maximum
viscosity gradient norm krlkmax, the number of MINRES iterations, the AMG setup time, and the average time per MINRES iteration. Each case has approximately 216M degrees
of freedom and is solved on 512 cores.

a b lmin lmax krlkmax # MINRES iterations AMG setup time (s) Solve time per iteration (s)

0 – 1.00e–0 1.00 0.00e+0 86 25.29 5.82
3 200 4.98e–2 1.00 2.05e+1 80 28.02 5.80
7.5 20 5.53e–4 1.00 8.33e+0 75 25.26 5.62
7.5 200 5.53e–4 1.00 2.63e+1 90 28.44 5.75
7.5 2000 5.53e–4 1.00 8.28e+1 91 26.97 5.35
12 200 6.14e–6 1.00 2.89e+1 95 28.42 5.70
15 200 3.06e–7 1.00 3.14e+1 93 31.35 6.46

a b

Fig. 4. (a) Geometry of plates driving the ridge-transform-ridge benchmark problem. (b) The region X1 used in the quantity of interest.
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~216 M dofs
512 cores
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Variable Viscosity Stokes
the central problem in Solid Earth Geodynamics

Some speculations on improving VV Stokes performance/
convergence

Computational Seismology

Weak Form

Choose w,u ∈ V s.t.
�

Ω
ρw · uttdV =

�

Ω
∇w : σ + M : ∇w(xs)S(t)

s = 0, st = 0 at t = 0

Note: Free stress Boundary conditions ·n = 0 are
automatically included as natural boundary conditions.

Issue is simply choice of Discrete function space V for test
functions w and u.

 Use a more coupled pre-conditioner, Vector Laplace is 
too weak

Computational Seismology

Weak Form

Choose w,u ∈ V s.t.
�

Ω
ρw · uttdV =

�

Ω
∇w : σ + M : ∇w(xs)S(t)

s = 0, st = 0 at t = 0

Note: Free stress Boundary conditions ·n = 0 are
automatically included as natural boundary conditions.

Issue is simply choice of Discrete function space V for test
functions w and u.

Consider Newton over Picard for non-linear viscosity

Computational Seismology

Weak Form

Choose w,u ∈ V s.t.
�

Ω
ρw · uttdV =

�

Ω
∇w : σ + M : ∇w(xs)S(t)

s = 0, st = 0 at t = 0

Note: Free stress Boundary conditions ·n = 0 are
automatically included as natural boundary conditions.

Issue is simply choice of Discrete function space V for test
functions w and u.

 Consider GMG on Octree vs AMG
Anyone who can develop a robust and fast method for VV Stokes will 
be a real hero but....

Computational Seismology

Weak Form

Choose w,u ∈ V s.t.
�

Ω
ρw · uttdV =

�

Ω
∇w : σ + M : ∇w(xs)S(t)

s = 0, st = 0 at t = 0

Note: Free stress Boundary conditions ·n = 0 are
automatically included as natural boundary conditions.

Issue is simply choice of Discrete function space V for test
functions w and u.

 VV Stokes is not actually well defined (infinite number 
of A operators, some hard, some trivial.

Computational Seismology

Weak Form

Choose w,u ∈ V s.t.
�

Ω
ρw · uttdV =

�

Ω
∇w : σ + M : ∇w(xs)S(t)

s = 0, st = 0 at t = 0

Note: Free stress Boundary conditions ·n = 0 are
automatically included as natural boundary conditions.

Issue is simply choice of Discrete function space V for test
functions w and u.

We need a VV - Stokes-off!  (Serious benchmarking)
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Performance/scaling of Finite Volume STAGYY

Tackley, P. J., Phys. Earth Planet. Inter, 171 (1-4), 
7-18, doi: 10.1016/j.pepi.2008.08.005. PDF

Please cite this article in press as: Tackley, P.J., Modelling compressible mantle convection with large viscosity contrasts in a three-dimensional
spherical shell using the yin-yang grid. Phys. Earth Planet. Interiors (2008), doi:10.1016/j.pepi.2008.08.005

ARTICLE IN PRESSG Model
PEPI-5046; No. of Pages 12

8 P.J. Tackley / Physics of the Earth and Planetary Interiors xxx (2008) xxx–xxx

Fig. 2. Various tests of code performance. (Top row) scaling of time for a multigrid F-cycle with number of CPUs and number of unknowns. (Middle row) time required to
advect 20 million tracer particles as a function of number of CPUs, and the parallel efficiency. (Bottom row) number of multigrid F-cycles required for 3 orders of magnitude
of convergence as function of temperature-dependent viscosity contrast with either a rigid lid temperature field or an isoviscous convection temperature field.

takes about 68 s on 64 CPUs (i.e., 32 dual-CPU nodes), allowing
a velocity–pressure solution to be obtained from scratch in less
than 10 min. It is encouraging that over 1 billion unknowns can be
solved for in relatively few CPUs compared to the number available
on many modern supercomputers. The grid in that case is 256 in
radius by 1532×512 azimuthally for each of the two blocks.

The middle two parts of Fig. 2 show the time required to advect
20 million tracer particles on different numbers of CPUs, and the
parallel efficiency of the process. The efficiency remains about 90%
on up to 64 CPUs.

In general, the speed of this new, Fortran 95 version of the
code is almost a factor of 2 slower than the original version writ-
ten in Fortran 77, even for cartesian geometry, and even though
the number of floating point operations has been reduced by pre-
calculating and storing the finite-difference stencils rather than
putting finite-difference operators directly in the residue calcula-
tions. One possible explanation for this is the much greater memory
access required to retrieve these finite-difference weights from the
memory, i.e., retrieving them from memory might take longer than
calculating them on the fly. Another possible explanation is the

F-cycle
full Geometric Multi-
grid with regular stencil 
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Other Solid Mechanics problems
Mountain building/Lithospheric Deformation (Stokes + Plasticity)

C.6. GEOMOD 2004 135

Figure C.24: Strain rate invariant for the numerical shortening models after 14 cm of shortening. The
resolutions of the various models are: I2ELVIS: 900×75, LAPEX-2D: 351×71, Microfem: 201×36, Sopale:
401×71, Gale: 512×128. The upper portion of the figure is reproduced, with permission, from Buiter et al.
[11].

Compression
C.6. GEOMOD 2004 133

Figure C.22: Strain rate invariant for the numerical extension models after 5 cm of extension. The resolutions
of the various models are: I2ELVIS: 400×75, LAPEX-2D: 301×71, Microfem: 201×61, SloMo: 401×71,
Sopale: 401×71, Gale: 1024×128. Upper images reproduced, with permission, from Buiter et al. [11].

Extension
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Earthquake Physics (adding faulting)
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Computational Seismology

Weak Form

Choose w,u ∈ V s.t.
�

Ω
ρw · uttdV =

�

Ω
∇w : σ + M : ∇w(xs)S(t)

s = 0, st = 0 at t = 0

Note: Free stress Boundary conditions ·n = 0 are
automatically included as natural boundary conditions.

Issue is simply choice of Discrete function space V for test
functions w and u.

fully Unstructured FEM with ability to 
include discrete faults, and earthquake 
rupture.

Computational Seismology

Weak Form

Choose w,u ∈ V s.t.
�

Ω
ρw · uttdV =

�

Ω
∇w : σ + M : ∇w(xs)S(t)

s = 0, st = 0 at t = 0

Note: Free stress Boundary conditions ·n = 0 are
automatically included as natural boundary conditions.

Issue is simply choice of Discrete function space V for test
functions w and u.

Visco-elastic-plastic bulk plus faults.

Computational Seismology

Weak Form

Choose w,u ∈ V s.t.
�

Ω
ρw · uttdV =

�

Ω
∇w : σ + M : ∇w(xs)S(t)

s = 0, st = 0 at t = 0

Note: Free stress Boundary conditions ·n = 0 are
automatically included as natural boundary conditions.

Issue is simply choice of Discrete function space V for test
functions w and u.

Challenge, model entire multi-scale 
earthquake cycle (fast rupture, and slow 
deformation between events)
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Solid Mechanics
Summary
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Computational Seismology

Weak Form

Choose w,u ∈ V s.t.
�

Ω
ρw · uttdV =

�

Ω
∇w : σ + M : ∇w(xs)S(t)

s = 0, st = 0 at t = 0

Note: Free stress Boundary conditions ·n = 0 are
automatically included as natural boundary conditions.

Issue is simply choice of Discrete function space V for test
functions w and u.

Solid Earth Dynamics is dominated by Variable Viscosity 
stokes

Solid Mechanics
Summary
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Computational Seismology
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functions w and u.

Solid Earth Dynamics is dominated by Variable Viscosity 
stokes

Computational Seismology

Weak Form

Choose w,u ∈ V s.t.
�

Ω
ρw · uttdV =

�

Ω
∇w : σ + M : ∇w(xs)S(t)

s = 0, st = 0 at t = 0

Note: Free stress Boundary conditions ·n = 0 are
automatically included as natural boundary conditions.

Issue is simply choice of Discrete function space V for test
functions w and u.

Solid Mechanics is a much harder problem than Wave 
propagation

Computational Seismology

Weak Form

Choose w,u ∈ V s.t.
�

Ω
ρw · uttdV =

�

Ω
∇w : σ + M : ∇w(xs)S(t)

s = 0, st = 0 at t = 0

Note: Free stress Boundary conditions ·n = 0 are
automatically included as natural boundary conditions.

Issue is simply choice of Discrete function space V for test
functions w and u.

Convection/Tectonics is multi-scale with severe 
localization

Computational Seismology

Weak Form

Choose w,u ∈ V s.t.
�

Ω
ρw · uttdV =

�

Ω
∇w : σ + M : ∇w(xs)S(t)

s = 0, st = 0 at t = 0

Note: Free stress Boundary conditions ·n = 0 are
automatically included as natural boundary conditions.

Issue is simply choice of Discrete function space V for test
functions w and u.

can benefit from  adaptive meshing

Computational Seismology

Weak Form

Choose w,u ∈ V s.t.
�

Ω
ρw · uttdV =

�

Ω
∇w : σ + M : ∇w(xs)S(t)

s = 0, st = 0 at t = 0

Note: Free stress Boundary conditions ·n = 0 are
automatically included as natural boundary conditions.

Issue is simply choice of Discrete function space V for test
functions w and u.

Multi-physics & non-Linear

Computational Seismology

Weak Form

Choose w,u ∈ V s.t.
�

Ω
ρw · uttdV =

�

Ω
∇w : σ + M : ∇w(xs)S(t)

s = 0, st = 0 at t = 0

Note: Free stress Boundary conditions ·n = 0 are
automatically included as natural boundary conditions.

Issue is simply choice of Discrete function space V for test
functions w and u.

More difficult to parallelize,  Likely to be highly memory 
bandwith limited.  Open question as to gains from gpu’s?

Solid Mechanics
Summary
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Computational Seismology

Weak Form

Choose w,u ∈ V s.t.
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s = 0, st = 0 at t = 0

Note: Free stress Boundary conditions ·n = 0 are
automatically included as natural boundary conditions.
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functions w and u.

Solid Earth Dynamics is dominated by Variable Viscosity 
stokes
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Note: Free stress Boundary conditions ·n = 0 are
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Solid Mechanics is a much harder problem than Wave 
propagation
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Ω
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s = 0, st = 0 at t = 0

Note: Free stress Boundary conditions ·n = 0 are
automatically included as natural boundary conditions.
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functions w and u.

Convection/Tectonics is multi-scale with severe 
localization

Computational Seismology
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s = 0, st = 0 at t = 0

Note: Free stress Boundary conditions ·n = 0 are
automatically included as natural boundary conditions.
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functions w and u.

can benefit from  adaptive meshing

Computational Seismology

Weak Form

Choose w,u ∈ V s.t.
�

Ω
ρw · uttdV =

�

Ω
∇w : σ + M : ∇w(xs)S(t)

s = 0, st = 0 at t = 0

Note: Free stress Boundary conditions ·n = 0 are
automatically included as natural boundary conditions.

Issue is simply choice of Discrete function space V for test
functions w and u.

Multi-physics & non-Linear

Computational Seismology

Weak Form

Choose w,u ∈ V s.t.
�

Ω
ρw · uttdV =

�

Ω
∇w : σ + M : ∇w(xs)S(t)

s = 0, st = 0 at t = 0

Note: Free stress Boundary conditions ·n = 0 are
automatically included as natural boundary conditions.

Issue is simply choice of Discrete function space V for test
functions w and u.

More difficult to parallelize,  Likely to be highly memory 
bandwith limited.  Open question as to gains from gpu’s?

Computational Seismology

Weak Form

Choose w,u ∈ V s.t.
�

Ω
ρw · uttdV =

�

Ω
∇w : σ + M : ∇w(xs)S(t)

s = 0, st = 0 at t = 0

Note: Free stress Boundary conditions ·n = 0 are
automatically included as natural boundary conditions.

Issue is simply choice of Discrete function space V for test
functions w and u.

Output is harder to compare to data

Solid Mechanics
Summary
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Solid Mechanics
Challenges and future directions
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Computational Seismology

Weak Form

Choose w,u ∈ V s.t.
�

Ω
ρw · uttdV =

�

Ω
∇w : σ + M : ∇w(xs)S(t)

s = 0, st = 0 at t = 0

Note: Free stress Boundary conditions ·n = 0 are
automatically included as natural boundary conditions.

Issue is simply choice of Discrete function space V for test
functions w and u.

We need a robust scaleable VV Stokes solver 
(getting closer but still a bottleneck)

Solid Mechanics
Challenges and future directions
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Computational Seismology
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Note: Free stress Boundary conditions ·n = 0 are
automatically included as natural boundary conditions.

Issue is simply choice of Discrete function space V for test
functions w and u.

We need a robust scaleable VV Stokes solver 
(getting closer but still a bottleneck)

Computational Seismology

Weak Form

Choose w,u ∈ V s.t.
�

Ω
ρw · uttdV =

�

Ω
∇w : σ + M : ∇w(xs)S(t)

s = 0, st = 0 at t = 0

Note: Free stress Boundary conditions ·n = 0 are
automatically included as natural boundary conditions.

Issue is simply choice of Discrete function space V for test
functions w and u.

Need to understand if GPU will/won’t help in 
this case.

Solid Mechanics
Challenges and future directions
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Computational Seismology
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Issue is simply choice of Discrete function space V for test
functions w and u.

Need to understand if GPU will/won’t help in 
this case.

Computational Seismology

Weak Form

Choose w,u ∈ V s.t.
�

Ω
ρw · uttdV =

�

Ω
∇w : σ + M : ∇w(xs)S(t)

s = 0, st = 0 at t = 0

Note: Free stress Boundary conditions ·n = 0 are
automatically included as natural boundary conditions.

Issue is simply choice of Discrete function space V for test
functions w and u.

Need to integrate this problem with general 
multi-physics codes as changes in coupling can 
lead to very large changes in physics, need for 
solvers etc. 

Solid Mechanics
Challenges and future directions
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Weak Form

Choose w,u ∈ V s.t.
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Issue is simply choice of Discrete function space V for test
functions w and u.

Need to integrate this problem with general 
multi-physics codes as changes in coupling can 
lead to very large changes in physics, need for 
solvers etc. 

Computational Seismology

Weak Form

Choose w,u ∈ V s.t.
�

Ω
ρw · uttdV =

�

Ω
∇w : σ + M : ∇w(xs)S(t)

s = 0, st = 0 at t = 0

Note: Free stress Boundary conditions ·n = 0 are
automatically included as natural boundary conditions.

Issue is simply choice of Discrete function space V for test
functions w and u.

Just when you thought it was bad,  it’s going to 
get worse (aka more fun), when we add 
fluids....see you monday.

Solid Mechanics
Challenges and future directions
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