
the calls. We played the 1-min playback sequence a single time and continued to note
number of animals and distance to the nearest animal for an additional 2 min or more.
Before playbacks the average number of seals at the surface was 13.6 (standard deviation,
std, 7.9), and the average distance of the nearest seal to the playback source was 60.2 m (std
21.3 m). Trials where fewer than five seals were present before the playback were excluded
from the analysis. The strength of the response was expressed as the percentage change in
the average number of seals and average distance to the nearest seal from the 2 min before
to the 2 min after the calls were played. Playback experiments were conducted off northern
Vancouver Island in Johnstone and Queen Charlotte Straits and off southern Vancouver
Island in Haro and Georgia straits.

Experiment 1
Test and control playbacks were conducted once each at the same haulout in random order
at the same tidal height on consecutive days. Both types of playback sequences were based
on identical sections of background noise from a digitized recording of transient killer
whales digitally spliced into a 1-min sequence. Sections containing whistles, echolocation
clicks or pulsed calls were not used for this purpose. To avoid startle responses caused by
the sudden onset of unfamiliar background noise, the volume was slowly faded in over the
first 30 s of the sequence and faded out during the last 10 s. For test sequences, five killer
whale calls from the same recording, belonging to at least three different call types, were
spliced into the sequence between the fades. For control sequences an additional five
sections of background noise were spliced in instead of the calls. The volume of each
sequence pair was adjusted so that the loudest call in the test sequence had a source level of
148 dB (reference pressure 1 mPa at 1 m). We generated and used four such pairs of
sequences from recordings of different transient groups and played each at two different
haulouts. In order to avoid pseudoreplication24, we averaged responses obtained at
haulouts where the same pair of playback sequences was played, so that the number of
playback sequences, not trials, determined degrees of freedom. We used a paired t-test to
test for significant differences between responses to test and control.

Experiment 2
For this experiment, we generated three types of playback sequence using the methodology
explained above. Sequences for playbacks of familiar fish-eater calls contained five calls
from BC resident killer whales. We used calls of northern residents for playbacks off
northern Vancouver Island, and those of southern residents off southern Vancouver
Island. For playbacks of unfamiliar killer whale calls we generated sequences from
recordings of Alaskan residents made in Prince William Sound, Alaska. Sequences of
transient calls were those used as test sequences in experiment 1. Except for the familiar
fish-eating killer whales, we generated four sequences for each playback type from
recordings of different social groups. For familiar fish-eating killer whales, we generated a
total of seven playback sequences (three of northern residents and four of southern
residents). Ten trials were conducted for each playback type and again, to avoid
pseudoreplication, all responses obtained with the same playback sequence were averaged.
We used a one-way ANOVA to test for statistical differences between the playback types
and used Tukey’s honestly significant difference test25 to determine which playback types
differed.
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Working memory represents the ability of the brain to hold
externally or internally driven information for relatively short
periods of time1,2. Persistent neuronal activity is the elementary
process underlying working memory but its cellular basis
remains unknown. The most widely accepted hypothesis is
that persistent activity is based on synaptic reverberations in
recurrent circuits. The entorhinal cortex in the parahippocampal
region is crucially involved in the acquisition, consolidation and
retrieval of long-term memory traces for which working memory
operations are essential2. Here we show that individual neurons
from layer V of the entorhinal cortex—which link the hippo-
campus to extensive cortical regions3—respond to consecutive
stimuli with graded changes in firing frequency that remain
stable after each stimulus presentation. In addition, the sustained
levels of firing frequency can be either increased or decreased in
an input-specific manner. This firing behaviour displays robust-
ness to distractors; it is linked to cholinergic muscarinic receptor
activation, and relies on activity-dependent changes of a Ca21-
sensitive cationic current. Such an intrinsic neuronal ability to
generate graded persistent activity constitutes an elementary
mechanism for working memory.

The entorhinal cortex (EC) is a crucial component of the medial
temporal-lobe memory system4,5. EC neurons have been shown to
display persistent activity during the delay phase of delayed
match or non-match to sample memory trials6,7 and the hippo-
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campal–parahippocampal region is important in paired-associate
learning6,8–10.

Layer V neurons of the EC receive convergent sensory input from
cortex11,12, are the target of hippocampal output13, and give rise to a
massive backward projection to the cortex3. EC layer V is also
densely innervated by cholinergic fibres from the basal forebrain14.
Cholinergic muscarinic influences have been shown to be vital to
memory processes15 and muscarinic actions have profound effects
on the intrinsic firing pattern of neurons16; we therefore investigated
by means of intracellular recordings in a rat EC slice preparation
whether muscarinic actions could induce mnemonic activity in EC
layer V cells.

In this study we found that in electrophysiologically identified EC
layer V principal cells17, bath application of the cholinergic agent
carbachol (CCh) (5 mM, n ¼ 38; 10 mM, n ¼ 49) blocked the slow
afterhyperpolarization that follows a train of action potentials and,
in most cases (84% and 98% in 5 mM and 10 mM CCh, respectively),
triggered the development of a slow depolarizing afterpotential that
could give rise to a plateau potential accompanied by spiking
(Fig. 1). This plateau potential relied on the activation of muscarinic
receptors since its induction was blocked by 1 mM atropine (n ¼ 3;
Fig. 1a) or 1 mM pirenzepine (n ¼ 4) and it could also be induced
by bath superfusion with muscarine (5, 10 mM, n ¼ 11). The
muscarinic-dependent plateau potential and all of its properties
were not caused by local circuit reverberation mechanisms, because
we commonly studied them during glutamatergic and GABA-
mediated neurotransmission block (as specified in Methods).
Nevertheless, the plateau activity could be induced equally well
with synaptic stimulation during intact neurotransmission (n ¼ 7;
see below).

Muscarinic-dependent plateau potentials have been described in
several cortical neuronal populations18–20 including principal cells
from EC layer II21, where they could provide a cellular mechanism
for the delayed activity observed during working memory tasks22.
However, the plateau potentials observed in EC layer II neurons
always self-terminate21. In contrast, we found that when EC layer V
cells were activated from a resting level of about 10 mV or less from
spike threshold, increases in the stimulus duration (Fig. 1b) or
intensity (Fig. 1c) always led to an increase in the duration of the
plateau potential (Fig. 1b and c, right-hand plots), which could then
give rise to a stable state of sustained spiking for an apparently
indefinite period of time (Fig. 1b–d) (tested up to 13 min, although
we typically interrupted it after about 40–60 s). This therefore
represents the muscarinic- and activity-dependent induction of a
self-sustained state of stable firing. We tested responses to current-
step durations that ranged from about 0.3 to 8 s and of intensities
that commanded spike trains of 15–40 Hz, which is in the beta/low-
gamma range of frequencies characteristic of limbic cortices during
active states23. While there was some cell-to-cell variability with
respect to the stimulus parameters that elicited persistent firing
(Fig. 1b–d), we found that the phenomenon was very robust as it
could be elicited in the vast majority of neurons that expressed
plateau potentials (see below) and, in every single cell that expressed
persistent firing, it could be re-elicited for as long as the recording
was maintained. The plateau potential that sustained persistent
firing displayed very pronounced voltage dependence. When stimuli
of equivalent strength were presented from increasingly negative
resting levels, plateau-potential amplitude decreased sharply with
membrane hyperpolarization, and persistent firing could never be
elicited by stimulation from voltage levels below about 270 mV
(Fig. 1d). The ability of neurons to express persistent firing
increased with CCh concentration. At a CCh concentration of
10 mM, a 4-s-long spike train at 15–40 Hz that was evoked from a
resting level of about 10 mV or less from spike threshold almost
invariably elicited persistent activity (95% of neuron tested;
n ¼ 39); we therefore chose 4 s as our standard stimulation dura-
tion for most of our analysis. However, stimulus durations in the
range of 0.3 to 1 s could also be effective in triggering persistent
firing in many neurons (8 out of 11 tested; Supplementary Fig. A).
At a CCh concentration of 5 mM, a stimulus of about 4 s in duration
elicited persistent activity in 86% of neurons tested (n ¼ 28).

Persistent activity for working memory can directly encode
dimensions of input or output signals if it can maintain stable
analogue values of activity24. We therefore tested whether repetitive
application of a given activating stimulus could give rise to a series
of graded increases of stable discharge rates. Thus, might muscarinic
actions implement in EC layer V neurons the ability to behave as
‘neural integrators’? Indeed, as in Fig. 2a (see also Supplementary
Information), repetitive application of an input that would give rise

Figure 1 Muscarinic-dependent persistent activity. a, CCh-induced persistent firing

(5 mM; left) and block by atropine (1 mM; right). The arrow below the right current trace

signals an imposed direct current (d.c.) shift. b, c, Left panels show responses to current

steps of increasing duration (b) and amplitude (c) in a representative neuron (CCh,

10 mM). Right panels show plots of plateau duration versus stimulus duration (b) and

intensity (c) (different symbols correspond to different neurons; in b, closed and open

symbols correspond to the same neuron studied at a lower and higher stimulus intensity,

respectively). d, Left panel shows voltage dependence of persistent firing. Right panel

shows plot of plateau-potential amplitude as a function of membrane potential (Vm). In all

plots, the letter P indicates the transition to persistent firing. In this and Figs 2 and 4,

recordings were performed during neurotransmission block as detailed in the Methods.

Initial Vm in a, b, c and d is 259 mV, 264 mV, 265 mV and 262 mV.
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to a state of sustained firing always led to well-defined increases of
stable discharge rates in all neurons tested (n ¼ 13 in 10 mM CCh
and n ¼ 8 in 5 mM CCh). These increases consisted of three to seven
levels up to a ceiling (Fig. 2a) where no further enhancement in
firing rate was observed. The average maximum persistent firing
frequency induced in this manner was 9.8 ^ 4.6 Hz (n ¼ 9) in
10 mM CCh and 8.5 ^ 2.9 Hz (n ¼ 7) in 5 mM CCh.

Once persistent firing was initiated we noticed that it could only
be turned off by prolonged membrane hyperpolarizations (Figs 2c
and 3a). The larger the amplitude of the hyperpolarization, the
shorter the time required to turn off the persistent active state, but
durations of at least 5–10 s for hyperpolarizations to about 80 mV
were required to fully stop persistent firing. Graded increases in
firing frequency can be effected by repetitive activating stimuli, so

we examined whether repetitive application of hyperpolarizing
current pulse steps would have the opposite effect; that is, lead to
graded stable decreases in firing rate (n ¼ 8). Indeed, as in the case
illustrated in Fig. 2c, discrete decreases in firing rate could always be
obtained by repetitive step hyperpolarizations of duration equal to,
or longer than, those used to induce persistent firing.

Given the unique phenomenon of intrinsic persistent firing
elicited by current-step-driven spike trains, we tested whether
local synaptic activation could also lead to a state of persistent
firing. As illustrated in Fig. 3a, during intact neurotransmission,
plateau potentials that sustained stable firing could either be
induced by transiently activating the cells synaptically at about
10–20 Hz or by step depolarizations in all neurons examined
(n ¼ 7). In addition, graded increases in persistent firing frequency

Figure 2 Graded persistent activity. a, Repetitive stimulation with a 4-s depolarizing step

gives rise to five distinct increases (traces 1 to 6) of stable discharge rate (CCh, 10 mM).

b, Fourier analysis plots for the corresponding numbered segments in a (left) and c (right).

c, Repetitive application of 6-s hyperpolarizing steps gives rise to discrete decreases of

stable discharge rate and to the eventual cessation of firing (CCh, 5 mM). The lower

diagrams in a and c correspond to the peristimulus histograms (bin width of 580 ms).

Initial Vm in a is 264 mV. Final Vm in b is 255 mV.
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could also be produced by repetitive activation with a synaptic train
in all cases tested (n ¼ 4) (Fig. 3b). In order to examine whether
graded decreases in stable frequency could also be produced by
synaptic inhibition, we tested neurons during partial glutamatergic
neurotransmission block with 1 mM kynurenic acid. In most cases
(n ¼ 12 out of 14), we observed that synaptic inhibition was also
capable of producing stable decreases in firing frequency (Fig. 3c).

The above data indicate that muscarinic modulation of EC layer
V neurons implements in these neurons the internal ability to
generate truly persistent activity that can maintain multiple levels of
stable firing rate. Another important property of mnemonic per-
sistent activity is that it should be resistant to distracting inputs. We
also found that states of stable firing frequency were not affected
by relatively brief excitatory–inhibitory stimuli (Supplementary

Fig. B). Typically, current-step-driven spike trains of insufficient
strength to elicit persistent firing were also unable to produce
graded changes in firing frequency. Similarly, step membrane
hyperpolarizations of about 20 mV and shorter than 2 s were always
ineffective in causing graded decreases in firing frequency.

Finally, we pharmacologically explored the ionic mechanism
underlying the generation of intrinsic persistent activity in layer V
cells. The activity-dependent characteristics of the plateau poten-
tials in these neurons clearly suggest that Ca2þ influx associated
with spiking is an important element. We found that abolishing
Ca2þ influx by removal of extracellular Ca2þ completely and
reversibly blocked the muscarinic induced plateau potentials
(n ¼ 4; Fig. 4a). Similarly, intracellular injection of the Ca2þ

chelator EGTA also abolished the plateau activity (n ¼ 3), thus

Figure 3 Synaptic induction of persistent activity. a, A synaptic train (10 Hz, 2.4 s) induces

persistent firing which is then stopped by hyperpolarization and re-initiated by current step

depolarization (CCh, 10 mM). Left, schematic representation of the position of recording

and stimulating (SE) electrodes. b, Stable increase in persistent firing frequency by

synaptic excitation (20 Hz; CCh, 10 mM). c, Stable decrease in persistent firing frequency

by synaptic inhibition (10 Hz; CCh, 5 mM; kynurenic acid, 1 mM). Right plots: Fourier

analysis for the corresponding labelled segments. Segments labelled as ‘s’ correspond to

periods of synaptic stimulation. Initial Vm in a and c is 262.5 mV and 2 62 mV.
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indicating its dependence on intracellular Ca2þ rises. Because
spiking is expected to lead to Ca2þ influx through, at least, high-
voltage activated Ca2þ channels, we then tested the effect of the
L-type Ca2þ-channel blocker nifedipine (50 mM) on the plateau
activity. In all cases (n ¼ 6), nifedipine partially blocked the plateau
potentials and curtailed the ability of the cells to generate persistent
activity (Fig. 4b). Finally, the possibility that the Ca2þ-dependent
plateau potentials were mediated by a Ca2þ-activated non-specific
cation current was tested: we assessed the effects of the Ca2þ-
activated non-specific current-blocking agent flufenamic acid
(10 mM) (ref. 25), which always (n ¼ 4) blocked the cells’ ability
to generate plateau potentials (Fig. 4c). The above findings point to
spike-induced Ca2þ influx triggering a slow potential mediated by a
cationic current as a basic mechanism for the generation of
persistent activity.

Computational modelling studies have shown that recurrent
reverberatory circuits can give rise to persistent activity, provided
the synaptic feedback has a slow kinetics24,26,27. However, our data in
situ demonstrate that a non-synaptic spike- and Ca2þ-induced
potential is, in fact, sufficient for the generation of prolonged
persistent activity which can be graded in a stimulus-specific
manner. EC layer V neurons lie at the core of the hippocampal–
neocortical memory system, which implements the acquisition,
storage and retrieval of memories for facts and events in a tem-
porally organized and graded manner. The implementation of
this type of single-cell mnemonic mechanism, which allows cells
to ‘hold on’ to information for relatively prolonged periods of time
and enables the system to perform associational computations,

might be fundamental for the memory operations in the temporal
lobe.

Sensory information converges into the EC following a cascade of
cortico-cortical projections28. We found that while short stimuli
(about 500 ms) could be effective in triggering graded persistent
firing, longer stimuli were more effective. This is not surprising
since the input to EC layer V neurons may already consist of
prolonged discharges from previous stages in the associational
hierarchy1,2,7. It has been suggested that while working memory
operations in prefrontal cortex may be important for monitoring
familiar stimuli, the medial temporal lobe may be more important
for matching and active maintenance of new information during
memory delays10. The intrinsic persistent activity displayed by the
EC layer V cells represents an ideal mechanism for sustaining
information about a new stimulus for memory encoding and/or
consolidation purposes. In this respect, EC layer V gives rise to feed-
back cortical projections, and lesions of the EC have been shown to
prevent inferotemporal neurons from representing associations
between visual stimuli9.

Thus, we have shown that muscarinic cholinergic actions allow
EC layer V neurons to behave through a non-synaptic mechanism as
analogue memory devices. In contrast to bistable neurons29, they
can store multiple bits of information in the form of their activity
along a graded dimension determined by stimulus input. We
propose that this intrinsic cellular behaviour constitutes an elemen-
tary form of mnemonic process on which associative network
mechanisms could build to hold externally or internally driven
sensory representations. A

Figure 4 Persistent activity requires activity-dependent Ca2þ influx and a non-specific

cation current. a, Persistent response (left) abolished by removal of extracellular Ca2þ

(middle) with recovery (right) after Ca2þ reintroduction (CCh, 5 mM). b, Persistent activity

and plateau potentials were partially blocked by the L-type Ca2þ channel blocker

nifedipine (50 mM; CCh, 5 mM). The right diagram illustrates the decrease in the slope of

the plot of plateau duration versus stimulus intensity (number of spikes in the triggering

train) induced by nifedipine. c, Complete block of persistent activity by flufenamic acid

(10 mM; CCh, 10 mM). Initial Vm in a, b and c is 265 mV, 260 mV and 266 mV.
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Methods
Preparation of brain slices
Brain slices were obtained from male Long Evans rats (150–250 g, Charles River, Canada)
using standard procedures21. Briefly, animals were deeply anaesthetized with halothane
and decapitated; the brain was then rapidly removed, and placed in a cold (4–6 8C)
oxygenated Ringer solution containing (in mM): 124 NaCl, 3 KCl, 1.6 CaCl2, 1.8 MgSO4,
26 NaHCO3, 1.25 NaH2PO4 and 10 glucose (pH maintained at 7.4 by saturation with
95%O2/5%CO2). A block of tissue containing the retrohippocampal region was then
dissected out and 400-mm-thick horizontal slices of the entorhinal cortex (EC) were
obtained using a vibratome (Pelco). Slices were then incubated in an interface holding
chamber at room temperature for .1 h before use. Individual slices were transferred to the
interface recording chamber (Fine Scientific tools) one by one, superfused with Ringer
solution at a rate of 1–2 ml min21, and maintained at 34 8C ^ 1 8C. Layer V of the
entorhinal cortex was identified with a dissecting microscope by transillumination.

Recording procedures, drugs and analysis
Intracellular recordings were obtained using sharp microelectrodes pulled on a Brown-
Flaming puller P-87 (Sutter Instruments) from 1.5 mm borosilicate glass (Sutter
Instruments). Electrodes were backfilled with 2 M Kþ-acetate (tip resistance of
90–120 MQ). Signals were amplified using an Axoclamp 2A amplifier, digitized at 5 KHz
(Digidata 1200, Axon Inst.) and stored on a Pentium computer, and visualized using
AxoScope software (Axon Inst.). Most recordings were performed during glutamatergic
and GABA-mediated neurotransmission block with drug cocktails consisting of either a
mixture of kynurenic acid (1–10 mM) and picrotoxin (100 mM) (n ¼ 81), or a mixture of
DL-2-amino-5-phosphonovaleric acid (50 mM), 6-cyano-7-nitroquinoxaline-2,3-dione
(10 mM) and picrotoxin (100 mM) (n ¼ 7). Synaptic transmission was blocked in most
experiments to ensure that the phenomena studied were independent of synaptic
transmission. Carbachol, muscarine, atropine and pirenzepine were bath-applied at the
desired concentrations from stock solutions (10 mM for CCh and 10 mM for muscarine)
in distilled water. Because the muscarinic phenomena studied did not desensitize, in many
cases the neurons were directly impaled in the presence of CCh. The resting membrane
potential of the neurons was 270.5 ^ 3 mV (n ¼ 17) in control Ringer, and
263.7 ^ 5 mV (n ¼ 36) and 262.8 ^ 5.5 mV (n ¼ 47) in the presence of 5 and 10 mM
CCh, respectively. We chose these levels of CCh because in a previous study using the same
EC slice preparation we found that higher CCh concentrations led to the production of
epileptiform events30. Flufenamic acid and nifedipine were applied from stock solutions
made in DMSO so that the final concentration of DMSO in Ringer was #0.1%. Control
experiments revealed no measurable effects of DMSO on cellular properties or cholinergic
modulatory actions (n ¼ 4). The Ca2þ-free solution contained 6 mM Mg2þ and 1 mM
ethylene glycol-bis- (b-aminoethyl ether) N,N,N 0N 0 -tetraacetic acid (EGTA). For
intracellular Ca2þ chelation, EGTA was included in the recording micropipette at a
concentration of 200 mM. All drugs were purchased from Sigma. Extracellular concentric
bipolar electrodes (FHC) were used to induce synaptic responses by local stimulation.
Electrophysiological data were analysed using Clampfit 8.2 (Axon Inst.), Origin 6.0
(Microcal) and Matlab (Mathworks) software packages. Spectral (Fourier) analysis was
conducted using Origin (spectral resolution 0.305 Hz) and the peristimulus histogram was
plotted with Matlab software.
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The Drosophila circadian clock is driven by daily fluctuations of
the proteins Period and Timeless, which associate in a complex
and negatively regulate the transcription of their own genes1,2.
Protein phosphorylation has a central role in this feedback loop,
by controlling Per stability in both cytoplasmic and nuclear
compartments3–6 as well as Per/Tim nuclear transfer7,8. However,
the pathways regulating degradation of phosphorylated Per and
Tim are unknown. Here we show that the product of the slimb
(slmb) gene9—a member of the F-box/WD40 protein family of the
ubiquitin ligase SCF complex that targets phosphorylated pro-
teins for degradation10–13—is an essential component of the
Drosophila circadian clock. slmb mutants are behaviourally

letters to nature

NATURE | VOL 420 | 14 NOVEMBER 2002 | www.nature.com/nature178 © 2002        Nature  Publishing Group


