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Roadmap 
• Part 1: Role discovery  
applied to re-identification 

•  [KDD’11, KDD’12, KDD’13] 

• Part 2: A relative view of privacy 

•  [Work in Progress] 
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First Part of the Talk 
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Cross-sectional Node Re-Identification 
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Figure 3: Comparison of role discovery techniques for identity resolution across graphs. Role definitions are
learned from the KDD co-authorship graph; then, authors from the other (conference) co-authorship graphs
are assigned to these roles using various techniques. In particular, we show results for ReFeX (features only),
RolX (unconstrained role discovery), GLRD-Sparse (role discovery with sparsity constraints), and GLRD-
Diverse (role discovery with diversity constraints). Authors from each conference are paired with increasing
number of nearest neighbors from KDD conference (x-axis) and the resulting recall is reported (y-axis).
Across most settings role definitions using sparsity and diversity constraints lead to better identity resolution
results than standard unconstrained RolX. For graphs that are most similar in nature to KDD (e.g. ICDM,
SDM, CIKM) the transfer of role definitions lead to better results than simply using structural features of
nodes directly. Note that the recall values are relatively low because the set sizes (on the x-axis) are small
compared to the population size in each graph.

Network |V| |E| k |LCC| #CC
VLDB 1,306 3,224 4.94 769 112
SIGMOD 1,545 4,191 5.43 1,092 116
CIKM 2,367 4,388 3.71 890 361
SIGKDD 1,529 3,158 4.13 743 189
ICDM 1,651 2,883 3.49 458 281
SDM 915 1,501 3.28 243 165

Table 2: Information about DBLP co-author
networks for each conference. Data was col-
lected for five years (2005-2009). |V|=number
of vertices, |E|=number of edges, k=average de-
gree, |LCC|=size of largest connected component,
#CC=number of connected components.

standard RolX [14] as well as the sparse and diverse ver-
sions of GLRD. For each of these competing role definitions,
we assign each vertex from each graph to the roles whose
function they most exhibit. As a baseline, we also explore
author identification without roles by using the raw graph
features as described in ReFeX.
We use the role assignments to resolve the identities of

vertices from each graph (namely, ICDM, SDM, CIKM, SIG-
MOD, and VLDB) to the vertices in the KDD graph. With-
out loss of generality, assume we are resolving identity of au-
thors from the KDD graph to the authors in ICDM graph.
For each author in both conferences, we select the corre-
sponding row vector from the node by role matrix Gkdd and
find the k closest neighbors (row vectors) from Gicdm. If
the original author from KDD graph is present in the set of
k closest neighbors, we count the result as a match. We re-
peat this experiment using sparsity and diversity constraints
on Fkdd. We also repeat the experiment using the ReFeX
features, comparing author feature vectors from Vkdd and
Vicdm. Figures 3 and 4 shows how the di↵erent decompo-

DBLP Co-authorship Networks from 2005-2009 



Given a network, there are many 
behavioral questions we’d like to answer 
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Task Description 
Change detection Identify unusual changes in behavior 

Knowledge transfer Use knowledge of one network to make 
predictions in another 

Network similarity/
comparison 

Determine network compatibility for knowledge 
transfer 

Outlier detection Identify individuals with unusual behavior 
Re-identification Identify individuals in an anonymized network 

Similarity query Identify individuals with similar behavior to a 
known target 

… … 
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Example: Can we identify users across 
social graphs? 

6 

Same or “similar” 
users? 
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Example:  Knowledge Transfer Query 
• How can we use labels from an external source to 
predict labels on a network with no labels? 
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Target Network 

Target Network 

External Network 

+ 
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What features can we extract to do these 
tasks? 
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Target Network

Requirement 2: Structural

Features must not require 
additional attributes or 

identity maps.

Requirement 1: Effective

Features must be predictive,
and predictive models must 

transfer across graphs.

Features

N
od

es

f1 f2 f3 f4 f5
n1 0.74 0.78 0.33 0.03 0.02
n2 0.27 0.23 0.23 0.52 0.65
n3 0.63 0.71 0.25 0.93 0.92
n4 0.48 0.14 0.01 0.63 0.79
n5 0.82 0.06 0.36 0.08 0.93
n6 0.36 0.86 0.09 0.52 0.62
n7 0.55 0.49 0.31 0.91 0.86
n8 0.76 0.12 0.9 0.53 0.18
n9 0.97 0.16 0.35 0.21 0.18
n10 0.16 0.42 0.89 0.29 0.42

Task Description 
Change detection Identify unusual changes in behavior 

Knowledge transfer Use knowledge of one network to make 
predictions in another 

Network similarity/
comparison 

Determine network compatibility for knowledge 
transfer 

Outlier detection Identify individuals with unusual behavior 
Re-identification Identify individuals in an anonymized network 

Similarity Query Identify individuals with similar behavior to a 
known target 

… … 
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Feature Requirements 
• Requirement 1: Effective 

•  Features must be predictive  
and predictive models must  
transfer across graphs. 

• Requirement 2: Structural 
•  Features must not require  

additional attributes or identity maps. 
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ReFeX: Recursive Feature Extraction 
•  [Henderson et al., KDD 2011] 
•  Recursively combines node-based features with  

egonet-based features; & outputs regional features 

 
•  Neighborhood features: What is your connectivity pattern? 
•  Recursive Features: To what kinds of nodes are you connected? 
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ReFeX 

Local Egonet Recursive 

Neighborhood 

Regional 

1411# 0# 1# 2# 1# 0# 0# 0# 1# 1# 0# 1# 0# 0# 1# 1# 2# 2#
1410# 0# 1# 1# 1# 0# 1# 0# 0# 1# 0# 1# 0# 1# 0# 1# 1# 1#
338# 0# 0# 0# 0# 1# 0# 1# 0# 0# 1# 0# 0# 0# 1# 0# 0# 0#
339# 1# 0# 0# 0# 2# 0# 1# 0# 0# 2# 0# 1# 0# 1# 0# 0# 0#
1415# 0# 1# 1# 2# 0# 1# 0# 0# 0# 0# 0# 0# 1# 1# 1# 1# 1#
941# 0# 0# 0# 0# 1# 0# 1# 0# 0# 1# 0# 0# 0# 0# 0# 0# 0#
1414# 0# 1# 1# 1# 0# 1# 0# 0# 0# 0# 0# 0# 1# 1# 0# 1# 1#
942# 0# 0# 0# 0# 1# 0# 0# 0# 0# 0# 0# 0# 0# 0# 0# 0# 0#
1413# 0# 1# 1# 1# 0# 1# 1# 0# 0# 0# 0# 0# 1# 1# 0# 1# 1#
1412# 0# 0# 0# 0# 0# 0# 0# 1# 2# 0# 1# 1# 0# 0# 1# 2# 0#
940# 0# 0# 1# 0# 0# 0# 0# 1# 0# 0# 0# 1# 1# 0# 1# 1# 1#
1419# 0# 0# 1# 0# 0# 1# 0# 1# 1# 0# 1# 1# 1# 0# 1# 1# 1#
945# 0# 1# 4# 3# 0# 0# 0# 0# 2# 0# 1# 0# 0# 2# 1# 3# 1#
332# 0# 0# 0# 0# 1# 0# 1# 0# 0# 1# 0# 0# 0# 0# 0# 0# 0#
1418# 0# 0# 1# 0# 0# 0# 0# 1# 0# 0# 0# 1# 2# 0# 1# 0# 1#
946# 0# 1# 1# 0# 0# 1# 0# 1# 0# 0# 0# 1# 4# 0# 1# 1# 2#
333# 0# 0# 0# 0# 1# 0# 1# 0# 0# 1# 0# 0# 0# 0# 0# 0# 0#
1417# 0# 1# 1# 1# 0# 2# 0# 0# 1# 0# 1# 0# 1# 0# 1# 1# 1#
943# 0# 0# 0# 1# 0# 0# 0# 0# 0# 0# 0# 0# 0# 0# 1# 0# 0#
330# 1# 3# 2# 0# 1# 2# 2# 0# 2# 2# 2# 0# 3# 1# 0# 2# 5#
1416# 0# 1# 1# 1# 1# 2# 0# 0# 1# 0# 1# 0# 1# 0# 0# 1# 1#
944# 0# 1# 4# 2# 0# 0# 0# 0# 2# 0# 1# 0# 0# 2# 0# 3# 1#
331# 0# 3# 2# 1# 0# 1# 0# 0# 2# 0# 2# 0# 2# 0# 1# 2# 5#
949# 0# 0# 0# 0# 2# 0# 0# 1# 0# 1# 0# 1# 0# 0# 0# 0# 0#
336# 0# 0# 0# 0# 2# 0# 0# 1# 1# 1# 1# 1# 0# 0# 0# 1# 0#
337# 1# 1# 1# 0# 0# 1# 2# 0# 1# 1# 1# 0# 1# 1# 1# 1# 1#
947# 1# 0# 0# 0# 2# 0# 1# 0# 0# 2# 0# 1# 0# 1# 0# 0# 0#
334# 0# 0# 0# 1# 1# 0# 0# 0# 0# 0# 0# 0# 0# 0# 0# 0# 0#
948# 0# 0# 0# 0# 0# 1# 0# 1# 1# 0# 1# 1# 1# 0# 1# 1# 0#
335# 0# 0# 0# 1# 0# 0# 0# 0# 0# 0# 0# 0# 0# 0# 1# 0# 0#
531# 1# 0# 0# 0# 1# 0# 2# 0# 0# 2# 0# 0# 0# 2# 0# 0# 0#

N
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ReFeX: Structural Features 
•  Local  

•  Essentially measures of the node degree 

• Egonet  
•  Computed based on each node’s ego network 
•  Examples 

•  # of within-egonet edges 
•  # of edges entering & leaving the egonet 

• Recursive  
•  Some aggregate (mean, sum, max, min, …)  

of another feature over a node’s neighbors 
•  Aggregation can be computed over any  

real-valued feature, including other recursive features 
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1. Neighborhood Features
What is your connectivity 

pattern?

2. Recursive Features
What kinds of nodes are you 

connected to?

Source vs. Sink

Star vs. ClusterDegree
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ReFex Intuition: Regional Structure Matters 

Node sizes indicate communication volume relative to the central node in each frame. 

12 tina@eliassi.org 5/23/14 



ReFeX (continued) 
• Number of possible recursive features is infinite 

• ReFeX pruning 

•  Feature values are mapped to small integers  
via vertical logarithmic binning 
•  Log binning places most of the  

discriminatory power among sets  
of nodes with large feature values 

•  Look for pairs of features whose  
values never disagree by more than a threshold 
•  A graph based approach 

•  Threshold automatically set 

•  Details in the KDD’11 paper 
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Figure 2: Vertical logarithmic binning of a feature value.

follows. For feature f
i

, the p |V | nodes with the lowest f
i

value
are reassigned f

i

value 0. If there are ties, it may be necessary to
include more than p |V | nodes. Next, p fraction of the remaining
nodes are assigned f

i

value 1, and p of the remaining nodes after
this are assigned value 2. This is repeated until all f

i

values have
been replaced by integer values between 0 and log

p

�1(|V |) (see
Figure 2).

We choose logarithmic binning for all features based on the ob-
servation that many graph properties exhibit power law distribu-
tions [1]. In particular, logarithmic binning always places most of
the discriminatory power among sets of nodes with large feature
values. This is reasonable, given that we expect to be able to make
better predictions about active nodes for which we have many ob-
servations than nodes for which we only have a few.

Once a set of features has been generated and binned, ReFeX
looks for pairs of features that do not disagree at any vertex by more
than a threshold s. We call such a pair of features s-friends. To
eliminate redundant features, we construct a feature-graph, whose
nodes are features and whose links are s-friend relations. Each
connected component of this graph is replaced by a single feature.
When possible, we retain “simpler” features, i.e. features generated
using fewer recursive iterations.2

If a recursive iteration results in no retained features, ReFeX halts
and reports the retained feature values from each of the previous
iterations. Note that a feature retained in iteration k may not be
retained in iteration k + 1, due to recursive features connecting
them in the feature-graph. In this case, we still record and output
the feature because it was retained at some iteration.

2.3 Parameters
ReFeX requires two parameters: p, which is the fraction of nodes

placed in each logarithmic bin, and s, which is the feature similarity
threshold.

The parameter p takes a value between 0 and 1, inclusive. In-
creasing p too close to 1 reduces the number of bins and increases
the effective pruning aggressiveness, which can lead to a loss of
2It may be the case that two features are not similar enough to
be joined in the feature graph, but reside in the same component
because of a chain of similar features between them. We exam-
ined feature graphs for a number of data sets and found that this
does occur. However, any other choice of criterion for joining fea-
tures (cliques, community discovery algorithms, etc.) would be
similarly heuristic and probably include outside cases that are un-
satisfactory. Any of these criteria could be used in place of the
connected-components criterion, however; we use connectedness
for its simplicity and ease of computation.

discriminatory power. Decreasing p to near 0 can generate many
bins and retain many features during pruning, which can increase
runtime significantly. In our experiments, we found p = 0.5 to be
a sensible choice – with each bin containing the bottom half of the
remaining nodes. We also found that the results were not sensitive
to the value of p as long as its value was not near 0 or 1.

For s, ReFeX uses relaxation at each iteration. For small graphs
( 100K nodes), ReFeX uses s = 0 for the initial iteration (to
generate neighborhood features). This effectively retains any fea-
ture that does not totally agree with another feature in logarithmic
bin values. For larger graphs (> 100K nodes), the initial value of s
may be increased if computational resources are insufficient to gen-
erate the full set. On each subsequent iteration, ReFeX increased s
by 1. This ensures that the process will halt after no more than
log

p

�1(|V |) iterations, since the maximum value of any feature is
s at that point.

2.4 Computational Complexity
Let n be the number of nodes, m be number of edges, M = max-

imum degree, f = number of features, and d
i

= degree of node i.
Computational complexity of ReFeX can be divided into two steps:
(1) computation of neighborhood features, and (2) computation at
each subsequent iteration. Computation of neighborhood features
is expected to take O(n) for real-world graphs. See Lemma 1 for
details. At each subsequent iteration, ReFeX takes O(f(m+ nf))
time, where f ⌧ n. The space requirement is O(m+ nf).

Lemma 1. The computation of neighborhood features takes O(nM ✏).
Proof. For brevity, we only give a sketch of the proof:P
(u!v)2E

degree(u) ⇡
R

M

1
n ⇤ d(✏�1)

i

@d
i

⇡ nM ✏.
✏ = 3�↵ for real-world graph with power-law degree distributions
with exponent ↵. However, since ↵ is typically in the range 2 <
↵ < 3 for real-world graphs [3], 0 < ✏ < 1. ⌅

3. FEATURE EFFECTIVENESS ON
NETWORK CLASSIFICATION

We describe experiments on within- and across-network classifi-
cation using features from ReFeX.

3.1 Data
IP-A and IP-B are real network-trace data sets collected roughly

one year apart on separate enterprise networks. The nodes are IP
addresses and the links are communications between the IPs. The
IP-A trace begins at midnight on day 1 and continues up to 12pm
on day 5. The IP-B trace begins at midnight on day 1 and continues
up to ⇡5pm on day 6.

For days 1-4 of the IP-A dataset (IP-A1 to IP-A4), we extract
flows in the period from 12pm-1pm. We exclude day 5 because the
trace ended at 12pm. For IP-B, we extract flows from 12pm-1pm
for day 3 only. We then label all flows using a payload signature-
based classification tool. Once network flows are labeled, we trans-
fer labels to hosts by selecting the most frequent class labels from
among the host’s flows. The payload classifier can distinguish be-
tween over 15 classes of traffic (e.g., Web, DNS, SMTP, P2P).
However, since we found that 3 classes (namely, Web, DNS, and
P2P) made up the dominant traffic type for over 90% of the labeled
hosts, we remove all other labels and focus on the 3-class classifi-
cation problem. Table 1 summarizes the data that we extracted.

3.2 Classifiers
To test the predictive ability of ReFeX’s features, we use the log-

Forest model described by Gallagher et al. [11]. The logForest is a
bagged model, composed of a set of logistic regression (LR) clas-

5/23/14 



ReFeX on the DBLP Re-ID Task 
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Figure 4: Comparison of role discovery techniques
for identity resolution experiments. Authors from
each conference paired with the nearest 32 neighbors
from KDD conference; the resulting recall accuracy
is reported. The percentage number (on the x-axis)
is the fraction of authors that overlap between the
two conferences. Nearly all experiments show better
results with sparsity and diversity constraints except
when the authors do not share similar roles in the
two conferences (SIGMOD and VLDB).

sition methods compare in this setting for all graphs paired
with KDD.

Our method of utilizing role discovery results for the au-
thor identification task is described formally in the following
set of steps:

1. Extract features from co-authorship graphs to get graph
features (e.g. Vkdd,Vicdm) using ReFeX.

2. From the graph features matrix Vkdd perform role dis-
covery to obtain Gkdd and Fkdd.

3. Transfer the role definition matrix Fkdd (role by fea-
ture matrix) to other graphs (e.g. Vicdm) by solving
Equation 9.

Gicdm = min
G

||Vicdm �GFkdd||2 s.t. G � 0 (9)

Our experiments with graph identity-resolution show that
diversity and sparseness constraints almost universally im-
prove the quality of learned role-definition matrix. This is
not unexpected since there is a long tradition in machine
learning of using sparsity to prevent overfitting. As men-
tioned previously we can view diversity as enforcing sparsity
since a diverse set of roles as per our definition do not share
many overlapping features and hence each role definition is
concise.

Figure 3 shows that role definitions learned using sparsity
and diversity outperform standard unconstrained role dis-
covery (RolX) in almost every setting and problem parame-
terization. Figure 4 more clearly shows the general trend by
considering the results for a particular problem parameteri-
zation. In that figure, we observe that diversity constraints
lead to the most improvement over RolX, while sparsity im-
provements are lesser. We also observe that transferring the
KDD role definitions to some graphs (like VLDB and SIG-
MOD) does not compare well to the baseline method that
does not use any roles (such as ReFeX). We believe this is
because the same participants in conferences such as VLDB

and SIGMOD do not have a similar role to the ones they
play in KDD; and hence, using the raw features (without
roles) produces better results.
We believe that sparsity improves the quality of role defi-

nitions by reducing the ability of unconstrained NMF-based
role discovery to overfit the problem. Features that only
slightly add to the definition of a role are more likely to be
explaining noise; and by forcing those values to zero, we end
up with more robust definitions. Furthermore, the diversity
constraints help by removing redundancy in role definitions,
which leads to definitions that are more easily comparable.
For example, if a feature is used to define every role, then it
is not essential in defining any of them.

5.2 Alternative Roles
In this section, we show that our alternative role discov-

ery formulation (presented in Section 4.3) can discover sig-
nificantly di↵erent role definitions, as well as show that the
formulation can be used to improve the role definitions when
there are ground-truth communities. In Table 3, we show
the di↵erence between an alternative role discovery result
and an original role definition found using unconstrained
role discovery (via RolX). In Table 4, we show that we can
use our formulation to get more consistent assignments of
roles when ground-truth communities are known.
In our first experiment, we explore the di↵erence between

the roles of the original and alternative role discovery. Using
the KDD co-authorship graph, we find a set of roles and con-
strain a new solution to have a significantly di↵erent role def-
inition (F matrix). We then compare the results by assign-
ing each vertex to its most dominant role in both results to
create two separate partitions of the vertices. We then mea-
sure the di↵erence between the two partitions using Jaccard
distance. Table 3 shows that all of the Jaccard distances are
far from 0 meaning that the alternative role assignments are
very di↵erent than the original ones. Figure 5 illustrates the
alternative roles found in the largest connected component
of the KDD coauthorship graph. Note, the reader can zoom
in on this figure to read the names of each author. The fol-
lowing is a description of the original roles and the roles that
GLRD(Alternative) found. These description are based on
sense-making analysis [14]. As the descriptions show these
roles are capturing alternative concepts.

R1(alt) R2(alt) R3(alt) R4(alt)
R1 0.946 0.510 0.762 0.913
R2 1.000 0.971 0.810 0.739
R3 1.000 0.7942 1.000 1.000
R4 0.345 0.991 1.000 0.982

Table 3: Jaccard distance matrix comparing original
role assignments (rows) to alternative role assign-
ments (columns). Jaccard distance of 0 represents
an exact match between clustering and 1 represents
no overlap. The relative error for the two decom-
positions was similar: 0.12% and .5% (where relative
error is error = ||V �GF||/||V||).

Original Roles:

Role 1: Nodes here have high eccentricity. These are
periphery nodes.

tina@eliassi.org 5/23/14 



What are Roles? 
• Roles are “functions” of nodes in the network 

•  Similar to functional roles of species in ecosystems 

• Measured by structural behaviors 

tina@eliassi.org 15 

bridge 
cliquey 
periphery 
isolated 

Network Science Co-authorship Network 
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Why are Roles Important? 

16 

Task Use Case 
Role query Identify individuals with similar 

behavior to a known target 
Role outliers Identify individuals with 

unusual behavior 
Role dynamics Identify unusual changes in 

behavior 
Re-identification Identify individuals in an 

anonymized network 
Role transfer Use knowledge of one 

network to make predictions in 
another 

Network 
comparison 

Determine network 
compatibility for knowledge 
transfer 

Role Discovery 

ü Automated discovery 

ü Behavioral roles 

ü Roles generalize 

tina@eliassi.org 5/23/14 



RolX * Fast Modularity† 

Roles and Communities are Complementary 

17 

•  Roles group nodes with similar structural properties 
•  Communities group nodes that are well-connected to each other 

Roles Communities 

tina@eliassi.org 5/23/14 



RolX: Role eXtraction 
•  [Henderson et al., KDD 2012] 
• Automatically extracts the underlying roles in a network 
• Determines the number of roles automatically 
• Assigns a mixed-membership of roles to each node 
• Scales linearly on the number of edges 

tina@eliassi.org 18 

Features 
1411# 0# 1# 2# 1# 0# 0# 0# 1# 1# 0# 1# 0# 0# 1# 1# 2# 2#
1410# 0# 1# 1# 1# 0# 1# 0# 0# 1# 0# 1# 0# 1# 0# 1# 1# 1#
338# 0# 0# 0# 0# 1# 0# 1# 0# 0# 1# 0# 0# 0# 1# 0# 0# 0#
339# 1# 0# 0# 0# 2# 0# 1# 0# 0# 2# 0# 1# 0# 1# 0# 0# 0#
1415# 0# 1# 1# 2# 0# 1# 0# 0# 0# 0# 0# 0# 1# 1# 1# 1# 1#
941# 0# 0# 0# 0# 1# 0# 1# 0# 0# 1# 0# 0# 0# 0# 0# 0# 0#
1414# 0# 1# 1# 1# 0# 1# 0# 0# 0# 0# 0# 0# 1# 1# 0# 1# 1#
942# 0# 0# 0# 0# 1# 0# 0# 0# 0# 0# 0# 0# 0# 0# 0# 0# 0#
1413# 0# 1# 1# 1# 0# 1# 1# 0# 0# 0# 0# 0# 1# 1# 0# 1# 1#
1412# 0# 0# 0# 0# 0# 0# 0# 1# 2# 0# 1# 1# 0# 0# 1# 2# 0#
940# 0# 0# 1# 0# 0# 0# 0# 1# 0# 0# 0# 1# 1# 0# 1# 1# 1#
1419# 0# 0# 1# 0# 0# 1# 0# 1# 1# 0# 1# 1# 1# 0# 1# 1# 1#
945# 0# 1# 4# 3# 0# 0# 0# 0# 2# 0# 1# 0# 0# 2# 1# 3# 1#
332# 0# 0# 0# 0# 1# 0# 1# 0# 0# 1# 0# 0# 0# 0# 0# 0# 0#
1418# 0# 0# 1# 0# 0# 0# 0# 1# 0# 0# 0# 1# 2# 0# 1# 0# 1#
946# 0# 1# 1# 0# 0# 1# 0# 1# 0# 0# 0# 1# 4# 0# 1# 1# 2#
333# 0# 0# 0# 0# 1# 0# 1# 0# 0# 1# 0# 0# 0# 0# 0# 0# 0#
1417# 0# 1# 1# 1# 0# 2# 0# 0# 1# 0# 1# 0# 1# 0# 1# 1# 1#
943# 0# 0# 0# 1# 0# 0# 0# 0# 0# 0# 0# 0# 0# 0# 1# 0# 0#
330# 1# 3# 2# 0# 1# 2# 2# 0# 2# 2# 2# 0# 3# 1# 0# 2# 5#
1416# 0# 1# 1# 1# 1# 2# 0# 0# 1# 0# 1# 0# 1# 0# 0# 1# 1#
944# 0# 1# 4# 2# 0# 0# 0# 0# 2# 0# 1# 0# 0# 2# 0# 3# 1#
331# 0# 3# 2# 1# 0# 1# 0# 0# 2# 0# 2# 0# 2# 0# 1# 2# 5#
949# 0# 0# 0# 0# 2# 0# 0# 1# 0# 1# 0# 1# 0# 0# 0# 0# 0#
336# 0# 0# 0# 0# 2# 0# 0# 1# 1# 1# 1# 1# 0# 0# 0# 1# 0#
337# 1# 1# 1# 0# 0# 1# 2# 0# 1# 1# 1# 0# 1# 1# 1# 1# 1#
947# 1# 0# 0# 0# 2# 0# 1# 0# 0# 2# 0# 1# 0# 1# 0# 0# 0#
334# 0# 0# 0# 1# 1# 0# 0# 0# 0# 0# 0# 0# 0# 0# 0# 0# 0#
948# 0# 0# 0# 0# 0# 1# 0# 1# 1# 0# 1# 1# 1# 0# 1# 1# 0#
335# 0# 0# 0# 1# 0# 0# 0# 0# 0# 0# 0# 0# 0# 0# 1# 0# 0#
531# 1# 0# 0# 0# 1# 0# 2# 0# 0# 2# 0# 0# 0# 2# 0# 0# 0#
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1411# 0# 1# 2# 1# 0# 0# 0# 1# 1# 0# 1# 0# 0# 1# 1# 2# 2#
1410# 0# 1# 1# 1# 0# 1# 0# 0# 1# 0# 1# 0# 1# 0# 1# 1# 1#
338# 0# 0# 0# 0# 1# 0# 1# 0# 0# 1# 0# 0# 0# 1# 0# 0# 0#
339# 1# 0# 0# 0# 2# 0# 1# 0# 0# 2# 0# 1# 0# 1# 0# 0# 0#
1415# 0# 1# 1# 2# 0# 1# 0# 0# 0# 0# 0# 0# 1# 1# 1# 1# 1#
941# 0# 0# 0# 0# 1# 0# 1# 0# 0# 1# 0# 0# 0# 0# 0# 0# 0#
1414# 0# 1# 1# 1# 0# 1# 0# 0# 0# 0# 0# 0# 1# 1# 0# 1# 1#
942# 0# 0# 0# 0# 1# 0# 0# 0# 0# 0# 0# 0# 0# 0# 0# 0# 0#
1413# 0# 1# 1# 1# 0# 1# 1# 0# 0# 0# 0# 0# 1# 1# 0# 1# 1#
1412# 0# 0# 0# 0# 0# 0# 0# 1# 2# 0# 1# 1# 0# 0# 1# 2# 0#
940# 0# 0# 1# 0# 0# 0# 0# 1# 0# 0# 0# 1# 1# 0# 1# 1# 1#
1419# 0# 0# 1# 0# 0# 1# 0# 1# 1# 0# 1# 1# 1# 0# 1# 1# 1#
945# 0# 1# 4# 3# 0# 0# 0# 0# 2# 0# 1# 0# 0# 2# 1# 3# 1#
332# 0# 0# 0# 0# 1# 0# 1# 0# 0# 1# 0# 0# 0# 0# 0# 0# 0#
1418# 0# 0# 1# 0# 0# 0# 0# 1# 0# 0# 0# 1# 2# 0# 1# 0# 1#
946# 0# 1# 1# 0# 0# 1# 0# 1# 0# 0# 0# 1# 4# 0# 1# 1# 2#
333# 0# 0# 0# 0# 1# 0# 1# 0# 0# 1# 0# 0# 0# 0# 0# 0# 0#
1417# 0# 1# 1# 1# 0# 2# 0# 0# 1# 0# 1# 0# 1# 0# 1# 1# 1#
943# 0# 0# 0# 1# 0# 0# 0# 0# 0# 0# 0# 0# 0# 0# 1# 0# 0#
330# 1# 3# 2# 0# 1# 2# 2# 0# 2# 2# 2# 0# 3# 1# 0# 2# 5#
1416# 0# 1# 1# 1# 1# 2# 0# 0# 1# 0# 1# 0# 1# 0# 0# 1# 1#
944# 0# 1# 4# 2# 0# 0# 0# 0# 2# 0# 1# 0# 0# 2# 0# 3# 1#
331# 0# 3# 2# 1# 0# 1# 0# 0# 2# 0# 2# 0# 2# 0# 1# 2# 5#
949# 0# 0# 0# 0# 2# 0# 0# 1# 0# 1# 0# 1# 0# 0# 0# 0# 0#
336# 0# 0# 0# 0# 2# 0# 0# 1# 1# 1# 1# 1# 0# 0# 0# 1# 0#
337# 1# 1# 1# 0# 0# 1# 2# 0# 1# 1# 1# 0# 1# 1# 1# 1# 1#
947# 1# 0# 0# 0# 2# 0# 1# 0# 0# 2# 0# 1# 0# 1# 0# 0# 0#
334# 0# 0# 0# 1# 1# 0# 0# 0# 0# 0# 0# 0# 0# 0# 0# 0# 0#
948# 0# 0# 0# 0# 0# 1# 0# 1# 1# 0# 1# 1# 1# 0# 1# 1# 0#
335# 0# 0# 0# 1# 0# 0# 0# 0# 0# 0# 0# 0# 0# 0# 1# 0# 0#
531# 1# 0# 0# 0# 1# 0# 2# 0# 0# 2# 0# 0# 0# 2# 0# 0# 0#
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Features 
1411# 0# 1# 2# 1# 0# 0# 0# 1# 1# 0# 1# 0# 0# 1# 1# 2# 2#
1410# 0# 1# 1# 1# 0# 1# 0# 0# 1# 0# 1# 0# 1# 0# 1# 1# 1#
338# 0# 0# 0# 0# 1# 0# 1# 0# 0# 1# 0# 0# 0# 1# 0# 0# 0#
339# 1# 0# 0# 0# 2# 0# 1# 0# 0# 2# 0# 1# 0# 1# 0# 0# 0#
1415# 0# 1# 1# 2# 0# 1# 0# 0# 0# 0# 0# 0# 1# 1# 1# 1# 1#
941# 0# 0# 0# 0# 1# 0# 1# 0# 0# 1# 0# 0# 0# 0# 0# 0# 0#
1414# 0# 1# 1# 1# 0# 1# 0# 0# 0# 0# 0# 0# 1# 1# 0# 1# 1#
942# 0# 0# 0# 0# 1# 0# 0# 0# 0# 0# 0# 0# 0# 0# 0# 0# 0#
1413# 0# 1# 1# 1# 0# 1# 1# 0# 0# 0# 0# 0# 1# 1# 0# 1# 1#
1412# 0# 0# 0# 0# 0# 0# 0# 1# 2# 0# 1# 1# 0# 0# 1# 2# 0#
940# 0# 0# 1# 0# 0# 0# 0# 1# 0# 0# 0# 1# 1# 0# 1# 1# 1#
1419# 0# 0# 1# 0# 0# 1# 0# 1# 1# 0# 1# 1# 1# 0# 1# 1# 1#
945# 0# 1# 4# 3# 0# 0# 0# 0# 2# 0# 1# 0# 0# 2# 1# 3# 1#
332# 0# 0# 0# 0# 1# 0# 1# 0# 0# 1# 0# 0# 0# 0# 0# 0# 0#
1418# 0# 0# 1# 0# 0# 0# 0# 1# 0# 0# 0# 1# 2# 0# 1# 0# 1#
946# 0# 1# 1# 0# 0# 1# 0# 1# 0# 0# 0# 1# 4# 0# 1# 1# 2#
333# 0# 0# 0# 0# 1# 0# 1# 0# 0# 1# 0# 0# 0# 0# 0# 0# 0#
1417# 0# 1# 1# 1# 0# 2# 0# 0# 1# 0# 1# 0# 1# 0# 1# 1# 1#
943# 0# 0# 0# 1# 0# 0# 0# 0# 0# 0# 0# 0# 0# 0# 1# 0# 0#
330# 1# 3# 2# 0# 1# 2# 2# 0# 2# 2# 2# 0# 3# 1# 0# 2# 5#
1416# 0# 1# 1# 1# 1# 2# 0# 0# 1# 0# 1# 0# 1# 0# 0# 1# 1#
944# 0# 1# 4# 2# 0# 0# 0# 0# 2# 0# 1# 0# 0# 2# 0# 3# 1#
331# 0# 3# 2# 1# 0# 1# 0# 0# 2# 0# 2# 0# 2# 0# 1# 2# 5#
949# 0# 0# 0# 0# 2# 0# 0# 1# 0# 1# 0# 1# 0# 0# 0# 0# 0#
336# 0# 0# 0# 0# 2# 0# 0# 1# 1# 1# 1# 1# 0# 0# 0# 1# 0#
337# 1# 1# 1# 0# 0# 1# 2# 0# 1# 1# 1# 0# 1# 1# 1# 1# 1#
947# 1# 0# 0# 0# 2# 0# 1# 0# 0# 2# 0# 1# 0# 1# 0# 0# 0#
334# 0# 0# 0# 1# 1# 0# 0# 0# 0# 0# 0# 0# 0# 0# 0# 0# 0#
948# 0# 0# 0# 0# 0# 1# 0# 1# 1# 0# 1# 1# 1# 0# 1# 1# 0#
335# 0# 0# 0# 1# 0# 0# 0# 0# 0# 0# 0# 0# 0# 0# 1# 0# 0#
531# 1# 0# 0# 0# 1# 0# 2# 0# 0# 2# 0# 0# 0# 2# 0# 0# 0#
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1411# 0# 1# 2# 1# 0# 0# 0# 1# 1# 0# 1# 0# 0# 1# 1# 2# 2#
1410# 0# 1# 1# 1# 0# 1# 0# 0# 1# 0# 1# 0# 1# 0# 1# 1# 1#
338# 0# 0# 0# 0# 1# 0# 1# 0# 0# 1# 0# 0# 0# 1# 0# 0# 0#
339# 1# 0# 0# 0# 2# 0# 1# 0# 0# 2# 0# 1# 0# 1# 0# 0# 0#
1415# 0# 1# 1# 2# 0# 1# 0# 0# 0# 0# 0# 0# 1# 1# 1# 1# 1#
941# 0# 0# 0# 0# 1# 0# 1# 0# 0# 1# 0# 0# 0# 0# 0# 0# 0#
1414# 0# 1# 1# 1# 0# 1# 0# 0# 0# 0# 0# 0# 1# 1# 0# 1# 1#
942# 0# 0# 0# 0# 1# 0# 0# 0# 0# 0# 0# 0# 0# 0# 0# 0# 0#
1413# 0# 1# 1# 1# 0# 1# 1# 0# 0# 0# 0# 0# 1# 1# 0# 1# 1#
1412# 0# 0# 0# 0# 0# 0# 0# 1# 2# 0# 1# 1# 0# 0# 1# 2# 0#
940# 0# 0# 1# 0# 0# 0# 0# 1# 0# 0# 0# 1# 1# 0# 1# 1# 1#
1419# 0# 0# 1# 0# 0# 1# 0# 1# 1# 0# 1# 1# 1# 0# 1# 1# 1#
945# 0# 1# 4# 3# 0# 0# 0# 0# 2# 0# 1# 0# 0# 2# 1# 3# 1#
332# 0# 0# 0# 0# 1# 0# 1# 0# 0# 1# 0# 0# 0# 0# 0# 0# 0#
1418# 0# 0# 1# 0# 0# 0# 0# 1# 0# 0# 0# 1# 2# 0# 1# 0# 1#
946# 0# 1# 1# 0# 0# 1# 0# 1# 0# 0# 0# 1# 4# 0# 1# 1# 2#
333# 0# 0# 0# 0# 1# 0# 1# 0# 0# 1# 0# 0# 0# 0# 0# 0# 0#
1417# 0# 1# 1# 1# 0# 2# 0# 0# 1# 0# 1# 0# 1# 0# 1# 1# 1#
943# 0# 0# 0# 1# 0# 0# 0# 0# 0# 0# 0# 0# 0# 0# 1# 0# 0#
330# 1# 3# 2# 0# 1# 2# 2# 0# 2# 2# 2# 0# 3# 1# 0# 2# 5#
1416# 0# 1# 1# 1# 1# 2# 0# 0# 1# 0# 1# 0# 1# 0# 0# 1# 1#
944# 0# 1# 4# 2# 0# 0# 0# 0# 2# 0# 1# 0# 0# 2# 0# 3# 1#
331# 0# 3# 2# 1# 0# 1# 0# 0# 2# 0# 2# 0# 2# 0# 1# 2# 5#
949# 0# 0# 0# 0# 2# 0# 0# 1# 0# 1# 0# 1# 0# 0# 0# 0# 0#
336# 0# 0# 0# 0# 2# 0# 0# 1# 1# 1# 1# 1# 0# 0# 0# 1# 0#
337# 1# 1# 1# 0# 0# 1# 2# 0# 1# 1# 1# 0# 1# 1# 1# 1# 1#
947# 1# 0# 0# 0# 2# 0# 1# 0# 0# 2# 0# 1# 0# 1# 0# 0# 0#
334# 0# 0# 0# 1# 1# 0# 0# 0# 0# 0# 0# 0# 0# 0# 0# 0# 0#
948# 0# 0# 0# 0# 0# 1# 0# 1# 1# 0# 1# 1# 1# 0# 1# 1# 0#
335# 0# 0# 0# 1# 0# 0# 0# 0# 0# 0# 0# 0# 0# 0# 1# 0# 0#
531# 1# 0# 0# 0# 1# 0# 2# 0# 0# 2# 0# 0# 0# 2# 0# 0# 0#
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Role Extraction: Feature Grouping 
• Soft clustering in the structural feature space 

•  Each node has a mixed-membership across roles 

• Generate a rank r approximation of V ≈ GF 

 
• RolX uses NMF for feature grouping  

•  Computationally efficient 
•  Non-negative factors simplify  

interpretation of roles and memberships 
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Features 
1411# 0# 1# 2# 1# 0# 0# 0# 1# 1# 0# 1# 0# 0# 1# 1# 2# 2#
1410# 0# 1# 1# 1# 0# 1# 0# 0# 1# 0# 1# 0# 1# 0# 1# 1# 1#
338# 0# 0# 0# 0# 1# 0# 1# 0# 0# 1# 0# 0# 0# 1# 0# 0# 0#
339# 1# 0# 0# 0# 2# 0# 1# 0# 0# 2# 0# 1# 0# 1# 0# 0# 0#
1415# 0# 1# 1# 2# 0# 1# 0# 0# 0# 0# 0# 0# 1# 1# 1# 1# 1#
941# 0# 0# 0# 0# 1# 0# 1# 0# 0# 1# 0# 0# 0# 0# 0# 0# 0#
1414# 0# 1# 1# 1# 0# 1# 0# 0# 0# 0# 0# 0# 1# 1# 0# 1# 1#
942# 0# 0# 0# 0# 1# 0# 0# 0# 0# 0# 0# 0# 0# 0# 0# 0# 0#
1413# 0# 1# 1# 1# 0# 1# 1# 0# 0# 0# 0# 0# 1# 1# 0# 1# 1#
1412# 0# 0# 0# 0# 0# 0# 0# 1# 2# 0# 1# 1# 0# 0# 1# 2# 0#
940# 0# 0# 1# 0# 0# 0# 0# 1# 0# 0# 0# 1# 1# 0# 1# 1# 1#
1419# 0# 0# 1# 0# 0# 1# 0# 1# 1# 0# 1# 1# 1# 0# 1# 1# 1#
945# 0# 1# 4# 3# 0# 0# 0# 0# 2# 0# 1# 0# 0# 2# 1# 3# 1#
332# 0# 0# 0# 0# 1# 0# 1# 0# 0# 1# 0# 0# 0# 0# 0# 0# 0#
1418# 0# 0# 1# 0# 0# 0# 0# 1# 0# 0# 0# 1# 2# 0# 1# 0# 1#
946# 0# 1# 1# 0# 0# 1# 0# 1# 0# 0# 0# 1# 4# 0# 1# 1# 2#
333# 0# 0# 0# 0# 1# 0# 1# 0# 0# 1# 0# 0# 0# 0# 0# 0# 0#
1417# 0# 1# 1# 1# 0# 2# 0# 0# 1# 0# 1# 0# 1# 0# 1# 1# 1#
943# 0# 0# 0# 1# 0# 0# 0# 0# 0# 0# 0# 0# 0# 0# 1# 0# 0#
330# 1# 3# 2# 0# 1# 2# 2# 0# 2# 2# 2# 0# 3# 1# 0# 2# 5#
1416# 0# 1# 1# 1# 1# 2# 0# 0# 1# 0# 1# 0# 1# 0# 0# 1# 1#
944# 0# 1# 4# 2# 0# 0# 0# 0# 2# 0# 1# 0# 0# 2# 0# 3# 1#
331# 0# 3# 2# 1# 0# 1# 0# 0# 2# 0# 2# 0# 2# 0# 1# 2# 5#
949# 0# 0# 0# 0# 2# 0# 0# 1# 0# 1# 0# 1# 0# 0# 0# 0# 0#
336# 0# 0# 0# 0# 2# 0# 0# 1# 1# 1# 1# 1# 0# 0# 0# 1# 0#
337# 1# 1# 1# 0# 0# 1# 2# 0# 1# 1# 1# 0# 1# 1# 1# 1# 1#
947# 1# 0# 0# 0# 2# 0# 1# 0# 0# 2# 0# 1# 0# 1# 0# 0# 0#
334# 0# 0# 0# 1# 1# 0# 0# 0# 0# 0# 0# 0# 0# 0# 0# 0# 0#
948# 0# 0# 0# 0# 0# 1# 0# 1# 1# 0# 1# 1# 1# 0# 1# 1# 0#
335# 0# 0# 0# 1# 0# 0# 0# 0# 0# 0# 0# 0# 0# 0# 1# 0# 0#
531# 1# 0# 0# 0# 1# 0# 2# 0# 0# 2# 0# 0# 0# 2# 0# 0# 0#
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Figure 1: Role discovery and community discovery

are complementary approaches to network analy-

sis. Left: The 4 roles that RolX discovers on the

largest connected component of the Network Science

Co-authorship Graph: “bridge” nodes (as red dia-

monds), “main-stream” nodes (gray squares), etc -

see text. Right: The 22 communities that Fast Mod-

ularity [6] finds on the same co-authorship graph.

Roles capture node-level behaviors and generalize

across networks whilst communities cannot.

way to determine similarity between nodes by com-
paring their role distributions.1

– Sense-making: The structural roles of RolX can
be understood intuitively by summarizing their
characteristics (NodeSense) and their neighbors
(NeighborSense).

• Automation: RolX is carefully designed to be fully au-
tomatic, without requiring user-specified parameters.

• Scalability: The runtime complexity of RolX is linear
on the number of edges.

We want to emphasize that RolX as a role discovery ap-
proach is fundamentally di↵erent from (and complementary
to) community detection: the former groups nodes of similar
behavior; the latter groups nodes that are well-connected to
each other.

Figure 1 depicts the di↵erence between role discovery and
community discovery for the largest connected component of
a weighted co-authorship network [25]. RolX automatically
discovers 4 roles vs. the 22 communities that the popular
Fast Modularity [6] community discovery algorithm finds.
RolX is a mixed-membership approach, which assigns each
node a distribution over the set of discovered, structural
roles. The node colors for RolX correspond to the node’s
primary role, and for Fast Modularity correspond to the
node’s community. Our four discovered roles represent these
behaviors: “bridge” nodes (red diamonds) representing cen-
tral and prolific authors, “main-stream”nodes (gray squares)
representing neighborhoods of bridge nodes, “pathy” nodes
(green triangles) representing peripheral authors with high
edge-weight, and “tight-knit” nodes (blue circles) represent-
ing authors with many coauthors and homophilic neighbor-
hoods.

The rest of the paper is organized as follows: proposed
method, experimental results for the mining tasks outlined
above, related work, and conclusions.
1
RolX is a mixed-membership approach, which assigns each

node a distribution over the set of discovered roles.

2. PROPOSED METHOD
Given a network, the goal of RolX is to automatically dis-

cover a set of underlying (latent) roles, which summarize the
structural behavior of nodes in the network. RolX consists
of three components: feature extraction, feature grouping,
and model selection.

2.1 Feature Extraction
In its first step, RolX describes each node as a feature vec-

tor. Examples of node features are the number of neighbors
a node has, the number of triangles a node participates in,
etc. RolX can use any set of features deemed important.
Among the numerous choices for feature extraction from
graphs, we choose the structural feature discovery algorithm
described in [15] since it is scalable and has shown good per-
formance for a number of tasks. For a given node v, it ex-
tracts local and egonet features based on counts (weighted
and unweighted) of links adjacent to v and within and ad-
jacent to the egonet of v. It also aggregates egonet-based
features in a recursive fashion until no informative feature
can be added. Examples of these recursive features include
degree and number of within-egonet edges, as well as ag-
gregates such as “average neighbor degree” and “maximum
neighbor degree.” Again, RolX is flexible in terms of a fea-
ture discovery algorithm, so RolX ’s main results would hold
for other structural feature extraction techniques as well.

2.2 Feature Grouping
After feature extraction, we have n vectors (one per node)

of f numerical entries each. How should we create groups of
nodes with similar structural behavior/features? How can
we make it fully automatic, requiring no input from the user?

We propose to use soft clustering in the structural feature
space (where each node has a mixed-membership across var-
ious discovered roles); and specifically, an automatic version
of matrix factorization.

Given a node-feature matrix V
n⇥f

, the next step of the
RolX algorithm is to generate a rank r approximation GF ⇡

V where each row of G
n⇥r

represents a node’s membership
in each role and each column of F

r⇥f

specifies how mem-
bership in a specific role contributes to estimated feature
values. There are many methods to generate such an ap-
proximation (e.g., SVD, spectral decomposition) and RolX

is not tied to any particular approach. For this study, we
chose Non-negative Matrix Factorization because it is com-
putationally e�cient and non-negative factors simplify the
interpretation of roles and memberships.

Formally, we seek two non-negative low rank matrices G
and F to satisfy: argmin

G,F

kV �GFk
fro

, s.t. G � 0, F � 0,
where || · ||

fro

is the Frobenius norm. The non-negativity
constraint generally leads to a sparse, part-based represen-
tation of the original data set, which is often semantically
more meaningful than other factorization methods. While
it is di�cult to find the optimal factorization of a matrix be-
cause of the non-convexity of the objective function, several
e�cient approximation algorithms exist (e.g., multiplicative
update [18] and projective gradient decent [20]). RolX uses
multiplicative update because of its simplicity. It is worth
pointing out that RolX can naturally incorporate other vari-
ants of matrix factorization such as imposing sparseness con-
straint on F and/or G by incorporating some regularization
terms in the objective function [10]). RolX can also use a
general Bregman divergence [8] to measure approximation
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Role Extraction: Model Selection 
• Roles summarize behavior 

•  Or, they compress the feature matrix, V 

• Use MDL to select the model size r that results in the best 
compression 
•  L: description length 
•  M: # of bits required to describe the model 
•  E: cost of describing the reconstruction errors in V – GF 
•  Minimize L = M + E 

•  To compress high-precision floating point values, RolX combines 
Llyod-Max quantization with Huffman codes 

•  Errors in V-GF are not distributed  
normally, RolX uses KL  
divergence to compute E 
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Features 
1411# 0# 1# 2# 1# 0# 0# 0# 1# 1# 0# 1# 0# 0# 1# 1# 2# 2#
1410# 0# 1# 1# 1# 0# 1# 0# 0# 1# 0# 1# 0# 1# 0# 1# 1# 1#
338# 0# 0# 0# 0# 1# 0# 1# 0# 0# 1# 0# 0# 0# 1# 0# 0# 0#
339# 1# 0# 0# 0# 2# 0# 1# 0# 0# 2# 0# 1# 0# 1# 0# 0# 0#
1415# 0# 1# 1# 2# 0# 1# 0# 0# 0# 0# 0# 0# 1# 1# 1# 1# 1#
941# 0# 0# 0# 0# 1# 0# 1# 0# 0# 1# 0# 0# 0# 0# 0# 0# 0#
1414# 0# 1# 1# 1# 0# 1# 0# 0# 0# 0# 0# 0# 1# 1# 0# 1# 1#
942# 0# 0# 0# 0# 1# 0# 0# 0# 0# 0# 0# 0# 0# 0# 0# 0# 0#
1413# 0# 1# 1# 1# 0# 1# 1# 0# 0# 0# 0# 0# 1# 1# 0# 1# 1#
1412# 0# 0# 0# 0# 0# 0# 0# 1# 2# 0# 1# 1# 0# 0# 1# 2# 0#
940# 0# 0# 1# 0# 0# 0# 0# 1# 0# 0# 0# 1# 1# 0# 1# 1# 1#
1419# 0# 0# 1# 0# 0# 1# 0# 1# 1# 0# 1# 1# 1# 0# 1# 1# 1#
945# 0# 1# 4# 3# 0# 0# 0# 0# 2# 0# 1# 0# 0# 2# 1# 3# 1#
332# 0# 0# 0# 0# 1# 0# 1# 0# 0# 1# 0# 0# 0# 0# 0# 0# 0#
1418# 0# 0# 1# 0# 0# 0# 0# 1# 0# 0# 0# 1# 2# 0# 1# 0# 1#
946# 0# 1# 1# 0# 0# 1# 0# 1# 0# 0# 0# 1# 4# 0# 1# 1# 2#
333# 0# 0# 0# 0# 1# 0# 1# 0# 0# 1# 0# 0# 0# 0# 0# 0# 0#
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330# 1# 3# 2# 0# 1# 2# 2# 0# 2# 2# 2# 0# 3# 1# 0# 2# 5#
1416# 0# 1# 1# 1# 1# 2# 0# 0# 1# 0# 1# 0# 1# 0# 0# 1# 1#
944# 0# 1# 4# 2# 0# 0# 0# 0# 2# 0# 1# 0# 0# 2# 0# 3# 1#
331# 0# 3# 2# 1# 0# 1# 0# 0# 2# 0# 2# 0# 2# 0# 1# 2# 5#
949# 0# 0# 0# 0# 2# 0# 0# 1# 0# 1# 0# 1# 0# 0# 0# 0# 0#
336# 0# 0# 0# 0# 2# 0# 0# 1# 1# 1# 1# 1# 0# 0# 0# 1# 0#
337# 1# 1# 1# 0# 0# 1# 2# 0# 1# 1# 1# 0# 1# 1# 1# 1# 1#
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948# 0# 0# 0# 0# 0# 1# 0# 1# 1# 0# 1# 1# 1# 0# 1# 1# 0#
335# 0# 0# 0# 1# 0# 0# 0# 0# 0# 0# 0# 0# 0# 0# 1# 0# 0#
531# 1# 0# 0# 0# 1# 0# 2# 0# 0# 2# 0# 0# 0# 2# 0# 0# 0#
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Figure 4: Comparison of role discovery techniques
for identity resolution experiments. Authors from
each conference paired with the nearest 32 neighbors
from KDD conference; the resulting recall accuracy
is reported. The percentage number (on the x-axis)
is the fraction of authors that overlap between the
two conferences. Nearly all experiments show better
results with sparsity and diversity constraints except
when the authors do not share similar roles in the
two conferences (SIGMOD and VLDB).

sition methods compare in this setting for all graphs paired
with KDD.

Our method of utilizing role discovery results for the au-
thor identification task is described formally in the following
set of steps:

1. Extract features from co-authorship graphs to get graph
features (e.g. Vkdd,Vicdm) using ReFeX.

2. From the graph features matrix Vkdd perform role dis-
covery to obtain Gkdd and Fkdd.

3. Transfer the role definition matrix Fkdd (role by fea-
ture matrix) to other graphs (e.g. Vicdm) by solving
Equation 9.

Gicdm = min
G

||Vicdm �GFkdd||2 s.t. G � 0 (9)

Our experiments with graph identity-resolution show that
diversity and sparseness constraints almost universally im-
prove the quality of learned role-definition matrix. This is
not unexpected since there is a long tradition in machine
learning of using sparsity to prevent overfitting. As men-
tioned previously we can view diversity as enforcing sparsity
since a diverse set of roles as per our definition do not share
many overlapping features and hence each role definition is
concise.

Figure 3 shows that role definitions learned using sparsity
and diversity outperform standard unconstrained role dis-
covery (RolX) in almost every setting and problem parame-
terization. Figure 4 more clearly shows the general trend by
considering the results for a particular problem parameteri-
zation. In that figure, we observe that diversity constraints
lead to the most improvement over RolX, while sparsity im-
provements are lesser. We also observe that transferring the
KDD role definitions to some graphs (like VLDB and SIG-
MOD) does not compare well to the baseline method that
does not use any roles (such as ReFeX). We believe this is
because the same participants in conferences such as VLDB

and SIGMOD do not have a similar role to the ones they
play in KDD; and hence, using the raw features (without
roles) produces better results.
We believe that sparsity improves the quality of role defi-

nitions by reducing the ability of unconstrained NMF-based
role discovery to overfit the problem. Features that only
slightly add to the definition of a role are more likely to be
explaining noise; and by forcing those values to zero, we end
up with more robust definitions. Furthermore, the diversity
constraints help by removing redundancy in role definitions,
which leads to definitions that are more easily comparable.
For example, if a feature is used to define every role, then it
is not essential in defining any of them.

5.2 Alternative Roles
In this section, we show that our alternative role discov-

ery formulation (presented in Section 4.3) can discover sig-
nificantly di↵erent role definitions, as well as show that the
formulation can be used to improve the role definitions when
there are ground-truth communities. In Table 3, we show
the di↵erence between an alternative role discovery result
and an original role definition found using unconstrained
role discovery (via RolX). In Table 4, we show that we can
use our formulation to get more consistent assignments of
roles when ground-truth communities are known.
In our first experiment, we explore the di↵erence between

the roles of the original and alternative role discovery. Using
the KDD co-authorship graph, we find a set of roles and con-
strain a new solution to have a significantly di↵erent role def-
inition (F matrix). We then compare the results by assign-
ing each vertex to its most dominant role in both results to
create two separate partitions of the vertices. We then mea-
sure the di↵erence between the two partitions using Jaccard
distance. Table 3 shows that all of the Jaccard distances are
far from 0 meaning that the alternative role assignments are
very di↵erent than the original ones. Figure 5 illustrates the
alternative roles found in the largest connected component
of the KDD coauthorship graph. Note, the reader can zoom
in on this figure to read the names of each author. The fol-
lowing is a description of the original roles and the roles that
GLRD(Alternative) found. These description are based on
sense-making analysis [14]. As the descriptions show these
roles are capturing alternative concepts.

R1(alt) R2(alt) R3(alt) R4(alt)
R1 0.946 0.510 0.762 0.913
R2 1.000 0.971 0.810 0.739
R3 1.000 0.7942 1.000 1.000
R4 0.345 0.991 1.000 0.982

Table 3: Jaccard distance matrix comparing original
role assignments (rows) to alternative role assign-
ments (columns). Jaccard distance of 0 represents
an exact match between clustering and 1 represents
no overlap. The relative error for the two decom-
positions was similar: 0.12% and .5% (where relative
error is error = ||V �GF||/||V||).

Original Roles:

Role 1: Nodes here have high eccentricity. These are
periphery nodes.
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GLRD: Guided Learning for Role Discovery 
•  [KDD’13] with Sean Gilpin and Ian Davidson 
• RolX is unsupervised 

• What if we had guidance on roles? 
•  Guidance as in weak supervision encoded as constraints 

•  Types of guidance 
•  Sparse roles 

•  Diverse roles 

•  Alternative roles, given a set of existing roles 
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GLRD Framework 
• Constraints on columns of G (i.e., role assignments) or 

rows of F (i.e. role definitions) are convex functions 

• Use an alternative least squares (ALS) formulation 
•  Do not alternate between solving for the entire G and F 
•  Solve for one column of G or one row of F at a time 

•  This is okay since we have convex constraints 

30 

the formulation into a series of convex programming prob-
lems, which are generally easy to solve.

minimize
G,F

||V �GF||2

subject to gi(G)  dGi, i = 1, . . . , tG

fi(F)  dFi, i = 1, . . . , tF

(2)

where gi and fi are convex functions.

An ALS Formulation.

Rather than alternating between solving for the entire ma-
trices G and F, we can instead solve for one column of G or
one row of F at a time. This is possible if convex constraints
can be specified in terms of these columns, which is the case
in this work. Without loss of generality, Equation 3 shows
an individual sub-optimization problem in terms of one of
the columns of G, denoted x.

Gk = minimize
x

||R� xFk||2

subject to: gi(x)  dGi, i = 1, . . . , tG
(3)

In Equation 3, R represents the residuals of all other fac-
tors not being solved for (sum of outer products of corre-
sponding columns of G and rows F). Fk is the k

th row
of the role/feature explanation matrix that corresponds to
the k

th column of the role assignment matrix. So with this
formulation, we alternate between learning single role as-
signments, followed by learning a role definition. Next we
explain how we solve the convex constrained problem shown
in Equation 3.

Solving The Constrained Least Squares Problem.

Our projection method is as follows. First, solve Equation
3 with all constraints removed using standard least squares
solvers. Second, find the closest point to the unconstrained
solution, that satisfies the given constraints. This projec-
tion method takes advantage of standard and very fast least
squares solvers and the subsequent nearest feasible point
problem is relatively simple to solve. In addition, Lemma 1
shows that performing these two steps will exactly solve the
original problem in Equation 3. Applications of this theorem
and its proof can be found in [6][13].

Lemma 1. Projection Equivalence Result. The following
constrained optimization problem:

minimize
x

||B� xa||2

subject to: ci(x)  di, i = 1, . . . , n
(4)

where ci are convex functions on x, is equivalent to:

minimize
x

||x⇤ � x||2

subject to: ci(x)  di, i = 1, . . . , n
(5)

where x⇤ is the optimal to the optimization problem in Equa-
tion 4 without contraints.

This leads to the following algorithm for convex constrained
NMF presented in Figure 1. Like ALS for unconstrained
NMF, this heuristic is not guaranteed to meet a global opti-
mum, even though all subproblems are solved exactly. How-
ever, each step will lead to a reduction in the global objective

(Equation 2). Thus, in practice the algorithm will find local
minima that meet all specified constraints.

Inputs:

• V: Node feature matrix containing n nodes described
by f topological structure features.

• gi(x),fi(x): Convex constraints on columns of G and
rows of F respectively.

• r: Number of roles (methods for learning r described
in previous work [14]).

Outputs:

• G: Role assignment matrix that satisfying all con-
straints.

• F: Role definition matrix that satisfying all con-
straints.

Algorithm:

while reconstruction error decreases do
{

for k = 1 . . . r //Recalculate each role.
{

1. Calculate R = V �G•( 6=k)F( 6=k)•

2. Calculate G•k by solving for x as follows:

(a) x⇤ = argmin
x

||R� xF
k•||2

(b) G•k = argmin
x

||x⇤�x||2 s.t. gi(x)  ✏i : 8i

3. Calculate Fk• by solving for x as follows:

(a) x⇤ = argmin
x

||R� xG•k||2

(b) Fk• = argmin
x

||x⇤�x||2 s.t. fi(x)  ✏i : 8i

}
}

Figure 1: Our algorithm that will be used to encode
all guidances described in Section 4. The algorithm
uses a least squares approach and allows additional
convex constraints to be added to the NMF formu-
lation.

The advantage of solving for one role at a time rather than
the entirety of G or F as is generally done with ALS, is that
it allows the problem to be broken down into smaller parts
that then fit into fast solvers. In general, projection meth-
ods have been found to be better suited to larger problems
and we found this to be the case as well. Using this method
allows us to solve much larger problems than we had previ-
ously been able to using standard constrained optimization
solvers [8]. The final constrained optimization problem (i.e.,
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Guidance Overview 
Guidance 

Type 
Effect of increasing guidance 

on role assignment (G) on role definition (F) 

Sparsity 

Reduces the number of 
nodes with minority 

memberships 
in roles 

Decreases likelihood that features 
with small explanatory benefit  

are included 

Diversity 
Limits the amount of 
allowable overlap in 

assignments 

Roles must be explained with 
completely different  

sets of features 

Alternative 
Decreases the allowable 
similarity between the two 
sets of role assignments 

Ensures that role definitions are 
very dissimilar between the two 

sets of role assignments 
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closest constrained point problem) is simple enough that we
find for even medium-sized problems we could utilize high
level solvers such as CVX [7][12], which makes experiment-
ing with new types of constraints very simple.

4. FRAMEWORK FOR FLEXIBLE SUPER-
VISION

In the previous section, we discussed a novel and general
algorithm that can easily handle convex constraints. Convex
constraints can encode a variety of useful guidances. In this
section, we show how they can be used to enforce sparsity,
diversity and alternativeness. In the experimental section,
we show applications which exploit these forms of guidance.

4.1 Sparsity
The area of sparsity has recently attracted much atten-

tion. In a general context, sparsity has been shown to have
two main benefits: (1) parsimony and (2) improved predic-
tive performance, with the later being motivated by Occam’s
razor. Sparse learning formulations exist for many learning
settings such as linear regression (LASSO), Kernel methods
(SVM) and covariance estimation.

In our work, we can place sparsity constraints on both the
G or F matrices leading to an objective function of:

argmin
G,F

||V �GF||2

subject to: G � 0,F � 0

8i ||G•i||1  ✏G

8i ||F
i•||1  ✏F

where ✏G and ✏F define upperbounds for
the sparsity constraints (amount of
allowable density).

(6)

Previous works have shown the e↵ectiveness of using L1
norm as a penalty in model learning. In our formulation the
L1 penalty is encoded as a constraint rather than a penalty
in the objective, but it is known that these formulations are
theoretically equivalent [5]. However, another twist to our
formulation is that we do not constrain the entire matrix
but instead constrain each column of G and each row of
F. This was done because our solver requires constraints
to be formulated only over one role vector at a time. The
e↵ect of this technical di↵erence is that the sparsity must
be more uniformly spread across each role definition or role
assignment which is a benefit of this method.

Sparsity constraints on G and F have easy to understand
intuitive interpretations. If G is sparse, it means that nodes
are assigned to as few roles as possible; and it is possible
for some nodes to be assigned to no roles. If F is sparse,
it means that the roles are defined with respect to as few
features as possible. Both of these extensions allow for a
simple explanation of the data, and lead to improved pre-
diction performance.

4.2 Diversity
In the NMF forms of role discovery, nothing prevents the

roles to which nodes are assigned (i.e., the G matrix) and
the role definitions (i.e., the F matrix) to be highly overlap-
ping. This can be undesirable particularly for the F matrix
since it means all roles are highly similar. This can be over-
come by enforcing a diversity requirement so that each role

Figure 2: Visualization of diversity constraints on
role explanation matrix F (roles ⇥ features) for
DBLP dataset. The top matrix shows the uncon-
strained result; the bottom matrix is constrained to
be completely diverse (✏ = 0); and the middle matrix
shows a middle ground. From the top matrix to the
bottom matrix, the number of black cells (i.e. zero
values) increases since roles definitions must be ex-
plained with completely di↵erent sets of features.

uses a di↵erent set of features (for the F matrix) and nodes
are assigned to di↵erent combinations of roles (for the G
matrix).
Our formulation for role allocation diversity (G matrix)

and role definition diversity (F matrix) makes use of orthog-
onality as follows:

argmin
G,F

||V �GF||2

subject to: G � 0,F � 0

8i, j GT
•iG•j  ✏G i 6= j

8i, j Fi•.F
T
j•  ✏F i 6= j

where ✏G and ✏F define upperbounds on
how angularly similar role assign-
ments and role definitions can be to
each other.

(7)

When ✏ = 0, our constraint will exactly match the def-
inition orthogality, and when ✏ � 0 the constraint can be
viewed as limiting the angular similarity between two vec-
tors. The e↵ect of combining this constraint with non-
negativity constraints is that no role definitions will have
any common features and no role assignments will have over-
lapping populations for ✏ = 0. This is so since GT

•iG•j = 0
if and only if these two vectors do not share any non-zero
entries. Figure 2 shows such an example, where none of the
three roles have any overlapping features. In the context of
our solver which solves for one vector at a time, this con-
straint will be linear (a weighted sum).

4.3 Alternative Role Discovery
Recent work on another unsupervised problem, clustering,

has explored the area of alternativeness [24, 9]. In that liter-
ature, the term alternativeness and orthogonality are used
interchangeably, but we only use the term alternativeness
for clarity.
The motivation for alternativeness in unsupervised learn-

ing is strong. Most interesting problems are on large data
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closest constrained point problem) is simple enough that we
find for even medium-sized problems we could utilize high
level solvers such as CVX [7][12], which makes experiment-
ing with new types of constraints very simple.

4. FRAMEWORK FOR FLEXIBLE SUPER-
VISION

In the previous section, we discussed a novel and general
algorithm that can easily handle convex constraints. Convex
constraints can encode a variety of useful guidances. In this
section, we show how they can be used to enforce sparsity,
diversity and alternativeness. In the experimental section,
we show applications which exploit these forms of guidance.

4.1 Sparsity
The area of sparsity has recently attracted much atten-

tion. In a general context, sparsity has been shown to have
two main benefits: (1) parsimony and (2) improved predic-
tive performance, with the later being motivated by Occam’s
razor. Sparse learning formulations exist for many learning
settings such as linear regression (LASSO), Kernel methods
(SVM) and covariance estimation.

In our work, we can place sparsity constraints on both the
G or F matrices leading to an objective function of:

argmin
G,F

||V �GF||2

subject to: G � 0,F � 0

8i ||G•i||1  ✏G

8i ||F
i•||1  ✏F

where ✏G and ✏F define upperbounds for
the sparsity constraints (amount of
allowable density).

(6)

Previous works have shown the e↵ectiveness of using L1
norm as a penalty in model learning. In our formulation the
L1 penalty is encoded as a constraint rather than a penalty
in the objective, but it is known that these formulations are
theoretically equivalent [5]. However, another twist to our
formulation is that we do not constrain the entire matrix
but instead constrain each column of G and each row of
F. This was done because our solver requires constraints
to be formulated only over one role vector at a time. The
e↵ect of this technical di↵erence is that the sparsity must
be more uniformly spread across each role definition or role
assignment which is a benefit of this method.

Sparsity constraints on G and F have easy to understand
intuitive interpretations. If G is sparse, it means that nodes
are assigned to as few roles as possible; and it is possible
for some nodes to be assigned to no roles. If F is sparse,
it means that the roles are defined with respect to as few
features as possible. Both of these extensions allow for a
simple explanation of the data, and lead to improved pre-
diction performance.

4.2 Diversity
In the NMF forms of role discovery, nothing prevents the

roles to which nodes are assigned (i.e., the G matrix) and
the role definitions (i.e., the F matrix) to be highly overlap-
ping. This can be undesirable particularly for the F matrix
since it means all roles are highly similar. This can be over-
come by enforcing a diversity requirement so that each role

Figure 2: Visualization of diversity constraints on
role explanation matrix F (roles ⇥ features) for
DBLP dataset. The top matrix shows the uncon-
strained result; the bottom matrix is constrained to
be completely diverse (✏ = 0); and the middle matrix
shows a middle ground. From the top matrix to the
bottom matrix, the number of black cells (i.e. zero
values) increases since roles definitions must be ex-
plained with completely di↵erent sets of features.

uses a di↵erent set of features (for the F matrix) and nodes
are assigned to di↵erent combinations of roles (for the G
matrix).
Our formulation for role allocation diversity (G matrix)

and role definition diversity (F matrix) makes use of orthog-
onality as follows:

argmin
G,F

||V �GF||2

subject to: G � 0,F � 0

8i, j GT
•iG•j  ✏G i 6= j

8i, j Fi•.F
T
j•  ✏F i 6= j

where ✏G and ✏F define upperbounds on
how angularly similar role assign-
ments and role definitions can be to
each other.

(7)

When ✏ = 0, our constraint will exactly match the def-
inition orthogality, and when ✏ � 0 the constraint can be
viewed as limiting the angular similarity between two vec-
tors. The e↵ect of combining this constraint with non-
negativity constraints is that no role definitions will have
any common features and no role assignments will have over-
lapping populations for ✏ = 0. This is so since GT

•iG•j = 0
if and only if these two vectors do not share any non-zero
entries. Figure 2 shows such an example, where none of the
three roles have any overlapping features. In the context of
our solver which solves for one vector at a time, this con-
straint will be linear (a weighted sum).

4.3 Alternative Role Discovery
Recent work on another unsupervised problem, clustering,

has explored the area of alternativeness [24, 9]. In that liter-
ature, the term alternativeness and orthogonality are used
interchangeably, but we only use the term alternativeness
for clarity.
The motivation for alternativeness in unsupervised learn-

ing is strong. Most interesting problems are on large data

m
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Goal: Find role assignments or definitions  
that are very different from each other 
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Diverse Roles and Sparse Roles 
• Question: Can diversity and sparsity constraints create 

better role definitions? 
• Conjecture:  Better role definitions will better facilitate other 

problems such as node re-identification across graphs 
• Experiment:  Compare graph mining results using various 

methods for role discovery 
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Figure 3: Comparison of role discovery techniques for identity resolution across graphs. Role definitions are
learned from the KDD co-authorship graph; then, authors from the other (conference) co-authorship graphs
are assigned to these roles using various techniques. In particular, we show results for ReFeX (features only),
RolX (unconstrained role discovery), GLRD-Sparse (role discovery with sparsity constraints), and GLRD-
Diverse (role discovery with diversity constraints). Authors from each conference are paired with increasing
number of nearest neighbors from KDD conference (x-axis) and the resulting recall is reported (y-axis).
Across most settings role definitions using sparsity and diversity constraints lead to better identity resolution
results than standard unconstrained RolX. For graphs that are most similar in nature to KDD (e.g. ICDM,
SDM, CIKM) the transfer of role definitions lead to better results than simply using structural features of
nodes directly. Note that the recall values are relatively low because the set sizes (on the x-axis) are small
compared to the population size in each graph.

Network |V| |E| k |LCC| #CC
VLDB 1,306 3,224 4.94 769 112
SIGMOD 1,545 4,191 5.43 1,092 116
CIKM 2,367 4,388 3.71 890 361
SIGKDD 1,529 3,158 4.13 743 189
ICDM 1,651 2,883 3.49 458 281
SDM 915 1,501 3.28 243 165

Table 2: Information about DBLP co-author
networks for each conference. Data was col-
lected for five years (2005-2009). |V|=number
of vertices, |E|=number of edges, k=average de-
gree, |LCC|=size of largest connected component,
#CC=number of connected components.

standard RolX [14] as well as the sparse and diverse ver-
sions of GLRD. For each of these competing role definitions,
we assign each vertex from each graph to the roles whose
function they most exhibit. As a baseline, we also explore
author identification without roles by using the raw graph
features as described in ReFeX.
We use the role assignments to resolve the identities of

vertices from each graph (namely, ICDM, SDM, CIKM, SIG-
MOD, and VLDB) to the vertices in the KDD graph. With-
out loss of generality, assume we are resolving identity of au-
thors from the KDD graph to the authors in ICDM graph.
For each author in both conferences, we select the corre-
sponding row vector from the node by role matrix Gkdd and
find the k closest neighbors (row vectors) from Gicdm. If
the original author from KDD graph is present in the set of
k closest neighbors, we count the result as a match. We re-
peat this experiment using sparsity and diversity constraints
on Fkdd. We also repeat the experiment using the ReFeX
features, comparing author feature vectors from Vkdd and
Vicdm. Figures 3 and 4 shows how the di↵erent decompo-

DBLP Co-authorship Networks from 2005-2009 
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Figure 4: Comparison of role discovery techniques
for identity resolution experiments. Authors from
each conference paired with the nearest 32 neighbors
from KDD conference; the resulting recall accuracy
is reported. The percentage number (on the x-axis)
is the fraction of authors that overlap between the
two conferences. Nearly all experiments show better
results with sparsity and diversity constraints except
when the authors do not share similar roles in the
two conferences (SIGMOD and VLDB).

sition methods compare in this setting for all graphs paired
with KDD.

Our method of utilizing role discovery results for the au-
thor identification task is described formally in the following
set of steps:

1. Extract features from co-authorship graphs to get graph
features (e.g. Vkdd,Vicdm) using ReFeX.

2. From the graph features matrix Vkdd perform role dis-
covery to obtain Gkdd and Fkdd.

3. Transfer the role definition matrix Fkdd (role by fea-
ture matrix) to other graphs (e.g. Vicdm) by solving
Equation 9.

Gicdm = min
G

||Vicdm �GFkdd||2 s.t. G � 0 (9)

Our experiments with graph identity-resolution show that
diversity and sparseness constraints almost universally im-
prove the quality of learned role-definition matrix. This is
not unexpected since there is a long tradition in machine
learning of using sparsity to prevent overfitting. As men-
tioned previously we can view diversity as enforcing sparsity
since a diverse set of roles as per our definition do not share
many overlapping features and hence each role definition is
concise.

Figure 3 shows that role definitions learned using sparsity
and diversity outperform standard unconstrained role dis-
covery (RolX) in almost every setting and problem parame-
terization. Figure 4 more clearly shows the general trend by
considering the results for a particular problem parameteri-
zation. In that figure, we observe that diversity constraints
lead to the most improvement over RolX, while sparsity im-
provements are lesser. We also observe that transferring the
KDD role definitions to some graphs (like VLDB and SIG-
MOD) does not compare well to the baseline method that
does not use any roles (such as ReFeX). We believe this is
because the same participants in conferences such as VLDB

and SIGMOD do not have a similar role to the ones they
play in KDD; and hence, using the raw features (without
roles) produces better results.
We believe that sparsity improves the quality of role defi-

nitions by reducing the ability of unconstrained NMF-based
role discovery to overfit the problem. Features that only
slightly add to the definition of a role are more likely to be
explaining noise; and by forcing those values to zero, we end
up with more robust definitions. Furthermore, the diversity
constraints help by removing redundancy in role definitions,
which leads to definitions that are more easily comparable.
For example, if a feature is used to define every role, then it
is not essential in defining any of them.

5.2 Alternative Roles
In this section, we show that our alternative role discov-

ery formulation (presented in Section 4.3) can discover sig-
nificantly di↵erent role definitions, as well as show that the
formulation can be used to improve the role definitions when
there are ground-truth communities. In Table 3, we show
the di↵erence between an alternative role discovery result
and an original role definition found using unconstrained
role discovery (via RolX). In Table 4, we show that we can
use our formulation to get more consistent assignments of
roles when ground-truth communities are known.
In our first experiment, we explore the di↵erence between

the roles of the original and alternative role discovery. Using
the KDD co-authorship graph, we find a set of roles and con-
strain a new solution to have a significantly di↵erent role def-
inition (F matrix). We then compare the results by assign-
ing each vertex to its most dominant role in both results to
create two separate partitions of the vertices. We then mea-
sure the di↵erence between the two partitions using Jaccard
distance. Table 3 shows that all of the Jaccard distances are
far from 0 meaning that the alternative role assignments are
very di↵erent than the original ones. Figure 5 illustrates the
alternative roles found in the largest connected component
of the KDD coauthorship graph. Note, the reader can zoom
in on this figure to read the names of each author. The fol-
lowing is a description of the original roles and the roles that
GLRD(Alternative) found. These description are based on
sense-making analysis [14]. As the descriptions show these
roles are capturing alternative concepts.

R1(alt) R2(alt) R3(alt) R4(alt)
R1 0.946 0.510 0.762 0.913
R2 1.000 0.971 0.810 0.739
R3 1.000 0.7942 1.000 1.000
R4 0.345 0.991 1.000 0.982

Table 3: Jaccard distance matrix comparing original
role assignments (rows) to alternative role assign-
ments (columns). Jaccard distance of 0 represents
an exact match between clustering and 1 represents
no overlap. The relative error for the two decom-
positions was similar: 0.12% and .5% (where relative
error is error = ||V �GF||/||V||).

Original Roles:

Role 1: Nodes here have high eccentricity. These are
periphery nodes.
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Recap Part 1: Role Discovery 
•  ReFeX automatically extracts regional structural features 

•  Neighborhood features: What is your connectivity pattern? 
•  Recursive features: To what kinds of nodes are you connected? 

•  Roles are structural behavior (“function”) of nodes and are 
complementary to communities 

•  RolX 
•  Maps nodes in a graph to a lower-dimensional role space 
•  Each node has a mixed-membership over roles 
•  Automatically selects the best model 
•  Roles generalize across disjoint graphs 
•  Has many applications in graph mining: transfer learning, affecting 

dissemination, re-ID, node dynamics, etc 
•  GLRD can incorporate guidance in role discovery 
•  All are scalable (linear on # of edges) 
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Recap Part 1: Role Discovery 
tina@eliassi.org 

•  Several tutorials on this work are available ( http://eliassi.org )  
•  Previous work mostly in sociology under positions and regular 

equivalences 
•  Joint work with  

•  LLNL (Keith Henderson & Brian Gallagher)  
•  CMU (Christos Faloutsos et al.) 
•  Google (Sugato Basu) 
•  UC Davis (Ian Davidson et al.) 
•  Rutgers (Long T. Le) 
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Roadmap 
• Part 1: Role discovery  
applied to re-identification 

•  [KDD’11, KDD’12, KDD’13] 

• Part 2: A relative view of privacy  

•  [Work in Progress] 

•  Joint with Priya Govindan (Rutgers), Shawndra Hill &  
Jin Xu (UPenn Wharton), and Chris Volinsky (AT&T 
Research) 
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Motivation 
•  87% of the U.S. Population are uniquely identified by {date 

of birth, gender, ZIP}[1] 

• Releasing anonymized graphs, with a small partial 
matching can reveal identities.[2] 
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[1] L. Sweeney. Simple Demographics Often Identify People Uniquely. Data Privacy Working Paper, 2000. 

[2] A. Narayanan and V. Shmatikov. De-anonymizing social networks. In IEEE Symposium on Security and Privacy, 2009.  
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Motivation 
•  87% of the U.S. Population are uniquely identified by {date 

of birth, gender, ZIP}[1] 

• Releasing anonymized graphs, with a small partial 
matching can reveal identities.[2] 

• Can a handful of anonymized structural features “break 
privacy”? 
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Features 
1411# 0# 1# 2# 1# 0# 0# 0# 1# 1# 0# 1# 0# 0# 1# 1# 2# 2#
1410# 0# 1# 1# 1# 0# 1# 0# 0# 1# 0# 1# 0# 1# 0# 1# 1# 1#
338# 0# 0# 0# 0# 1# 0# 1# 0# 0# 1# 0# 0# 0# 1# 0# 0# 0#
339# 1# 0# 0# 0# 2# 0# 1# 0# 0# 2# 0# 1# 0# 1# 0# 0# 0#
1415# 0# 1# 1# 2# 0# 1# 0# 0# 0# 0# 0# 0# 1# 1# 1# 1# 1#
941# 0# 0# 0# 0# 1# 0# 1# 0# 0# 1# 0# 0# 0# 0# 0# 0# 0#
1414# 0# 1# 1# 1# 0# 1# 0# 0# 0# 0# 0# 0# 1# 1# 0# 1# 1#
942# 0# 0# 0# 0# 1# 0# 0# 0# 0# 0# 0# 0# 0# 0# 0# 0# 0#
1413# 0# 1# 1# 1# 0# 1# 1# 0# 0# 0# 0# 0# 1# 1# 0# 1# 1#
1412# 0# 0# 0# 0# 0# 0# 0# 1# 2# 0# 1# 1# 0# 0# 1# 2# 0#
940# 0# 0# 1# 0# 0# 0# 0# 1# 0# 0# 0# 1# 1# 0# 1# 1# 1#
1419# 0# 0# 1# 0# 0# 1# 0# 1# 1# 0# 1# 1# 1# 0# 1# 1# 1#
945# 0# 1# 4# 3# 0# 0# 0# 0# 2# 0# 1# 0# 0# 2# 1# 3# 1#
332# 0# 0# 0# 0# 1# 0# 1# 0# 0# 1# 0# 0# 0# 0# 0# 0# 0#
1418# 0# 0# 1# 0# 0# 0# 0# 1# 0# 0# 0# 1# 2# 0# 1# 0# 1#
946# 0# 1# 1# 0# 0# 1# 0# 1# 0# 0# 0# 1# 4# 0# 1# 1# 2#
333# 0# 0# 0# 0# 1# 0# 1# 0# 0# 1# 0# 0# 0# 0# 0# 0# 0#
1417# 0# 1# 1# 1# 0# 2# 0# 0# 1# 0# 1# 0# 1# 0# 1# 1# 1#
943# 0# 0# 0# 1# 0# 0# 0# 0# 0# 0# 0# 0# 0# 0# 1# 0# 0#
330# 1# 3# 2# 0# 1# 2# 2# 0# 2# 2# 2# 0# 3# 1# 0# 2# 5#
1416# 0# 1# 1# 1# 1# 2# 0# 0# 1# 0# 1# 0# 1# 0# 0# 1# 1#
944# 0# 1# 4# 2# 0# 0# 0# 0# 2# 0# 1# 0# 0# 2# 0# 3# 1#
331# 0# 3# 2# 1# 0# 1# 0# 0# 2# 0# 2# 0# 2# 0# 1# 2# 5#
949# 0# 0# 0# 0# 2# 0# 0# 1# 0# 1# 0# 1# 0# 0# 0# 0# 0#
336# 0# 0# 0# 0# 2# 0# 0# 1# 1# 1# 1# 1# 0# 0# 0# 1# 0#
337# 1# 1# 1# 0# 0# 1# 2# 0# 1# 1# 1# 0# 1# 1# 1# 1# 1#
947# 1# 0# 0# 0# 2# 0# 1# 0# 0# 2# 0# 1# 0# 1# 0# 0# 0#
334# 0# 0# 0# 1# 1# 0# 0# 0# 0# 0# 0# 0# 0# 0# 0# 0# 0#
948# 0# 0# 0# 0# 0# 1# 0# 1# 1# 0# 1# 1# 1# 0# 1# 1# 0#
335# 0# 0# 0# 1# 0# 0# 0# 0# 0# 0# 0# 0# 0# 0# 1# 0# 0#
531# 1# 0# 0# 0# 1# 0# 2# 0# 0# 2# 0# 0# 0# 2# 0# 0# 0#
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[1] L. Sweeney. Simple Demographics Often Identify People Uniquely. Data Privacy Working Paper, 2000. 

[2] A. Narayanan and V. Shmatikov. De-anonymizing social networks. In IEEE Symposium on Security and Privacy, 2009.  
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Features Tied to Popular Social Theories 
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•  Tied to four social theories 
•  Social capital (connectivity) 
•  Social exchange (reciprocity) 
•  Balance (transitivity) 
•  Structural hole (control of info flow) 

•  Local and egonet features  
[Berlingerio et al. ASONAM’13]: 
①  # of neighbors  
②  clustering coefficient 
③  avg. # of neighbors’ neighbors 
④  avg. clustering coeff. of neighbors 
⑤  edges in egonet 
⑥  outgoing edges from egonet 
⑦  # of neighbors of egonet 

egonet 
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Problem Definition 
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Releases 
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Finds Gaux & Computes Faux  

Releases 
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Problem Setting 
• Adversary’s algorithm 

•  For each node v in F,  
• automatically find the smallest set of nodes in Faux  

that are most likely to be v 
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The size of the 
“re-ID” set 
varies from 

node to node. 



Why is this interesting? 
• Defines threatening privacy as a relative concept 

• Ri = the smallest set of known individuals that is most likely 
to include an anonymized individual i 

•  If |Ri| << |Rj| then individual i is more “distinguishable” than 
individual j 

• Example 

•  In DBLP co-authorship graphs, we observe super-stars 
having smaller R sets than recent graduates 
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How should we evaluate this slightly 
different problem setting? 
• Recall: Is node v’s match present in the matched cluster? 
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Recall(v,Gaux

) =

(
1, if v 2 Ci,aux

j

2 Gaux

0, otherwise.
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How should we evaluate this slightly 
different problem setting? 
• Recall: Is node v’s match present in the matched cluster? 
 

 
• Precision: How much of v’s uncertainty was reduced? 
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Evaluation Metrics 
• Recall: Is node v’s match present in the matched cluster? 
 

 
• Precision: How much of v’s uncertainty was reduced? 
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Objective: Maximize Precision to narrow down 
the set of likely matches for each node in F  
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Challenges 
1.  No link structure  
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Challenges 
1.  No link structure  

2.  Nodes have many lookalikes 
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Challenges 
1.  No link structure  

2.  Nodes have many Lookalikes 

3.  Trivial n×naux comparisons not feasible 

tina@eliassi.org 52 

 D  egree Clust. 
 Coeff.

Avg Degree 
of N  brs

Avg Clust. 
Coeff. of N  brs

# Edges in 
E  gonet

# Outgoing Edges 
from E  gonet

# Nbrs of 
E  gonet

1        
2        
3        
…        
…        
…        
…        
…        
…        
…        
…        
…        
…        
…        
…        
…        
…        
…        
…        
…        
…        
…        
…        
…        
…        
…        
…        
…        
n        

Structural Feature Table, F 

N
odes 

Local and Egonet based Features 

 D  egree Clust. 
 Coeff.

Avg Degree 
of N  brs

Avg Clust. 
Coeff. of N  brs

# Edges in 
E  gonet

# Outgoing Edges 
from E  gonet

# Nbrs of 
E  gonet

1        
2        
3        
…        
…        
…        
…        
…        
…        
…        
…        
…        
…        
…        
…        
…        
…        
…        
…        
…        
…        
…        
…        
…        
…        
…        
…        
…        
n        

Structural Feature Table, Faux 

N
odes 

Local and Egonet based Features 

 egree D Clust. 
Coeff. 

vg egree A D
of brs N

vg A Clust. 
 of brs Coeff. N

# dges in E
gonet E

# utgoing dges O E
from gonet E

# brs of N
gonet E

1        
2        
3        
…        
…        
…        
…        
…        
…        
…        
…        
…        
…        
…        
…        
…        
…        
…        
…        
…        
…        
…        
…        
…        
…        
…        
…        
…        
naux        

n×naux  

5/23/14 



Challenges 
1.  No link structure  

2.  Nodes have many Lookalikes 

3.  Trivial n2 comparisons not feasible 

4.  No k given so need to automatically find the most likely k 
nodes 
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RRID+: Cluster, Match, Repeat 
• Goal 

• Narrow down the set of likely matches for each node in F  

• Approach 

• Recursively match  
sets of similar nodes  
in F with sets of nodes  
in Faux 
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RRID+: Cluster, Match, Repeat 
• Goal 

• Narrow down the set of likely matches for each node in F  

• Approach 

• Recursively match  
sets of similar nodes  
in F with sets of nodes  
in Faux 

• Assumption 

•  If a node v∈G has a corresponding node vaux∈Gaux, then 
v and vaux are structurally similar  
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RRID+: Cluster, Match, Repeat 
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RRID+: Cluster, Match, Repeat 
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RRID+: Cluster, Match, Repeat 
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Runtime complexity: O(n log n), n = # of nodes. 



Experiments: Graph Data 
tina@eliassi.org 59 

Real Graphs Avg. Number of Nodes Avg. Number of Edges 
Twitter Retweet Monthly 64,072 81,906 

Yahoo! IM Weekly 84,992 261,167 
DBLP Co-authorship Yearly 2,045 4,024 
IMDB Collaboration Yearly 10,887 236,132 

Synthetic Graphs Number of Nodes Number of Edges 
Barabási-Albert Graph 5,000 124,375 

Erdös-Rényi Random Graph 5,000 125,021 
Forest Fire Graph 5,000 116,135 

Watts-Strogatz Graph 5,000 125,000 
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Auxiliary Graphs 
• Various noise models generate auxiliary graphs 

1.  Edge rewiring while keeping degree distribution the same 

2.  Edge deletion 

3.  Node deletion 

• Noise parameter tested at 5%, 10%, 20% 
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Real Graphs Avg. Number of Nodes Avg. Number of Edges 
Twitter Retweet Monthly 64,072 81,906 

Yahoo! IM Weekly 84,992 261,167 
DBLP Co-authorship Yearly 2,045 4,024 

IMDB Collaboration Yearly 10,887 236,132 

Synthetic Graphs Number of Nodes Number of Edges 
Barabási-Albert Graph 5,000 124,375 

Erdös-Rényi Random Graph 5,000 125,021 
Forest Fire Graph 5,000 116,135 

Watts-Strogatz Graph 5,000 125,000 
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Maximum Recall Varied In Real Graph Pairs 

(G = May 2009) (G = 2005) (G = 1952) (G = 1st week of April 2008) 
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Comparison with Baselines 
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Real Graph + 
Real Noise 

Real Graph + 
Synthetic Noise 

Synthetic Graph 
+ Synthetic 

Noise 
RRID+ (Our method) 0.543 0.78 0.74 
Paired hierarchical 
random clustering 0.30 0.35 0.38 

K-means clustering 0.21 0.36 0.36 
Random clustering 0.31 0.28 0.30 

Average F1 Score 

F1 Score = 2 × Recall× Precision on Recalled Nodes
Recall+ Precision on Recalled Nodes



Comparison with Baselines 
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Real Graph + 
Real Noise 

Real Graph + 
Synthetic Noise 

Synthetic Graph 
+ Synthetic 

Noise 

RRID+ (Our method) 
0.543 

(R = 0.44; P= 0.71) 
0.78 

(R = 0.89; P = 0.70) 
0.74 

(R = 0.80; P = 0.68) 

Paired hierarchical 
random clustering 

0.30 
(R = 0.19; P = 0.74) 

0.35 
(R = 0.23; P = 0.71) 

0.38 
(R = 0.26; P = 0.70) 

K-means clustering 
0.21 

(R = 0.12; P = 0.74) 
0.36 

(R = 0.25; P = 0.66) 
0.36 

(R = 0.25; P = 0.66) 

Random clustering 
0.31 

(R = 0.21 P = 0.61) 
0.28 

(R = 0.18; P = 0.63) 
0.30 

(R = 0.19; P = 0.68) 

Average F1 Score 
(Recall; Precision on Recalled Nodes) 



Comparison with KD-Tree and LSH 
•  KD-tree and LSH require k, the size of cluster to be 

specified a priori 

•  In KD-tree and LSH, number of queries is N (= size of 
graph) 
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Comparison with KD-Tree and LSH 
•  KD-tree and LSH require k, the size of cluster to be 

specified a priori 

•  In KD-tree and LSH, number of queries is N (= size of 
graph) 
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Real Graph + 
Real Noise 

Real Graph + 
Synthetic Noise 

Synthetic Graph 
+ Synthetic 

Noise 
RRID+ (Our method) 0.54 0.78 0.74 

KD-Tree+ 0.55 0.78 0.68 
LSH+ 0.55 0.79 0.67 

Average F1 Score 

F1 Score = 2 × Recall× Precision on Recalled Nodes
Recall+ Precision on Recalled Nodes



Comparison with KD-Tree and LSH 
•  KD-tree and LSH require k, the size of cluster to be 

specified a priori 

•  In KD-tree and LSH, number of queries is N, size of graph 
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Real Graph + 
Real Noise 

Real Graph + 
Synthetic Noise 

Synthetic Graph 
+ Synthetic 

Noise 
RRID+ (Our method) 0.54 

(R = 0.44; P = 0.71) 
0.78 

(R = 0.89; P = 0.70) 
0.74 

(R = 0.80; P = 0.68) 

KD-Tree+ 0.55 
(R = 0.45; P = 0.70) 

0.78 
(R = 0.90; P = 0.69) 

0.68 
(R = 0.69; R = 0.67) 

LSH+ 0.55 
(R = 0.45; P = 0.70) 

0.79 
(R = 0.90; P = 0.70) 

0.67 
(R = 0.68; R = 0.67) 

Average F1 Score 
(Recall; Precision on Recalled Nodes) 
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RRID+ on Real Graphs:  
Precision on Recalled Nodes vs. Recall 

5/23/14 tina@eliassi.org 68 

Real noise Synthetic Noise added to Gaux 

Precision of recalled nodes(G,G
aux

) =

P
v2RecalledNodes

Precision(v,G
aux

)

|RecalledNodes|
where RecalledNodes = {8v : Recall(v, G) = 1}



Insights into the Performance 
• As distance between feature matrices increases 

• Number of clusters decreases 
• Recall increases 
• Precision of recalled nodes decreases 
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Insights into the Performance 
• As distance between feature matrices increases 

• Number of clusters decreases 
• Recall increases 
• Precision of recalled nodes decreases 
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RRID+ Outputs Varying Sized Clusters 

DBLP 2006 DBLP 2007 DBLP 2008 DBLP 2009
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Effects of Various Subsets of Structural 
Features on Recall 
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Recap Part 2: A Different View of Privacy 
1.  A new way of looking at the re-identification problem 

2.  Defining a threat to privacy as a relative concept 

3.  A novel collective solution 

4.  Performance on real graphs with real noise 

•  Average Recall = 0.44 

•  Average Precision on Recalled Nodes = 0.71 

5.  An examination of  
re-identification performance  
based on feature selection,  
cluster sizes, and runtime. 

 

Future work: Quantifying noise  
in real social graphs 
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Summary 
• Structural features and roles threaten privacy in 
social graphs 

• Threats are w.r.t.  
• one-to-one mappings between nodes 
• personalized one-to-many mappings between 
nodes 
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Thank You! ( http://eliassi.org ) 
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