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Abstract
Global auditory-spatial orienting cues help the detection of weak visual stimuli, but it is not clear whether crossmodal 
attention cues also enhance the resolution of visuospatial discrimination. Here, we hypothesized that if anywhere, cross-
modal modulations of visual localization should emerge in the periphery where the receptive fields are large. Subjects were 
presented with trials where a Visual Target, defined by a cluster of low-luminance dots, was shown for 220 ms at 25°–35° 
eccentricity in either the left or right hemifield. The Visual Target was either Uncued or it was presented 250 ms after a 
crossmodal Auditory Cue that was simulated either from the same or the opposite hemifield than the Visual Target location. 
After a whole-screen visual mask displayed for 800 ms, a pair of vertical Reference Bars was presented ipsilateral to the 
Visual Target. In a two-alternative forced choice task, subjects were asked to determine which of these two bars was closer 
to the center of the Visual Target. When the Auditory Cue and Visual Target were hemispatially incongruent, the speed and 
accuracy of visual localization performance was significantly impaired. However, hemispatially congruent Auditory Cues did 
not improve the localization of Visual Targets when compared to the Uncued condition. Further analyses suggested that the 
crossmodal Auditory Cues decreased the sensitivity (d′) of the Visual Target localization without affecting post-perceptual 
decision biases. Our results suggest that in the visual periphery, the detrimental effect of hemispatially incongruent Auditory 
Cues is far greater than the benefit produced by hemispatially congruent cues. Our working hypothesis for future studies 
is that auditory-spatial attention cues suppress irrelevant visual locations in a global fashion, without modulating the local 
visual precision at relevant sites.
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Introduction

Several previous studies support the view that auditory-spa-
tial orienting cues benefit visual detection and search perfor-
mance (Perrott et al. 1991; Spence and Driver 1997; Bolia 
et al. 1999; McDonald et al. 2000; Hanada et al. 2019). In 
a classic crossmodal attention study, visual elevation judg-
ments were faster and more accurate when an uninformative 
Auditory Cue was presented on the same rather than the 
opposite side of the Visual Target (Spence and Driver 1997). 
These effects were subsequently shown to be related to 
crossmodal modulation of perceptual sensitivity, instead of 
post-perceptual biases, i.e., “response selection” (McDonald 
et al. 2000). Subsequent studies have verified that the spa-
tial congruency of crossmodal Auditory Cues is important 
for visual detection (Yang and Yeh 2014). However, many 
of these previous studies utilized comparisons of valid vs. 
invalid cues: Although this is a powerful way to demonstrate 
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more global crossmodal influences, it does not address the 
question of whether auditory-spatial orienting cues enhance 
the spatial accuracy of visual processing, as is the case with 
intramodal visuospatial cues (Yeshurun and Carrasco 1999, 
2000).

A well-documented property of multisensory interac-
tions is that they become more significant when the uni-
modal aspects are weak or noisy (Stein and Stanford 2008). 
Since receptive fields are smallest in foveal vision, visual 
information dominates multisensory spatial perception in 
the central field (Colavita 1974; Hairston et al. 2003). How-
ever, a stimulus displayed peripherally is more difficult to 
detect. Whereas in the central field visual angle differences 
detectable to humans are tens of times smaller than the cor-
responding minimum audible angles, in locations around 30° 
of eccentricity, the relative modality difference is less promi-
nent, corresponding to about 2° vs. 5° of minimum detecta-
ble separation in the visual vs. auditory domain, respectively 
(Cowey and Rolls 1974; Colburn 1996). Thus, in this spatial 
region where the visual ambiguity increases, observers could 
be expected to be more prone to rely on alternative sensory 
information, such as auditory-spatial attention cues.

Here, we examined whether Auditory Cues can facilitate 
localization of Visual Targets in the periphery where visu-
ospatial certainty is lower. In a crossmodal two-alternative 
forced choice (2AFC) task, Visual Targets were presented 
either briefly after auditory stimuli, which either served 
as a cue for the likely target location (i.e., hemispatially 
congruent Auditory Cue) or as a distractor to direct initial 
attention to the opposite hemifield (i.e., hemispatially incon-
gruent Auditory Cue), or with no auditory attention cues 
(i.e., Uncued condition). Our hypothesis was that when the 
Auditory Cue is in the same visual field with the Visual 
Target (hemispatially congruent condition), observers’ per-
formance is better than when the Auditory Cue and Visual 
Target are in opposite visual fields (hemispatially incongru-
ent condition).

Methods

Observers

Twelve subjects (ten females; 19–23 years) with normal or 
corrected-to-normal vision, normal visual contrast sensi-
tivity assessed with the Pelli–Robson Contrast Sensitivity 
Chart (Pelli et al. 1988), and self-reportedly normal hear-
ing ability participated in the study. All procedures were 
approved by the local human subjects committee at Boston 
University and all subjects gave informed consent to par-
ticipate in this research study. All participants were naïve as 
to the purpose of the experiment. The data of three subjects 
were excluded from the final data analysis because of their 

inability to perform the visual localization task with suf-
ficient accuracy (sensitivity or d′ = 1 in the easiest visual 
localization condition). This resulted in a final sample of 
nine subjects (eight females).

Experimental setup

The stimuli were generated in BraviShell, a MATLAB-
based software package developed in the Brain and Vision 
Research Laboratory (Biomedical Engineering Department, 
Boston University, Boston, MA, 2005–2017) built on the 
Psychophysics Toolbox software package (Brainard, 1997). 
Visual stimuli were displayed on a 32″ Westinghouse moni-
tor with 1440 × 900 resolution. Auditory Cues were pre-
sented with Sennheiser HD 280 PRO headphones. Each 
participant performed the psychophysical tests with the 
head positioned on a chin rest fixed at 30 cm away from the 
computer monitor (Fig. 1).

Stimuli and procedure

Visual localization task

The participants were instructed to maintain their gaze on 
the red crosshair fixation mark (diameter 0.7° of visual 
angle) displayed at the center of the screen. In each trial, 

Fig. 1   Schematic view of the stimulus and task design. The subjects 
were asked to fixate on the central cross-fixation mark throughout an 
entire trial. The Visual Target was a unilateral Gaussian low-lumi-
nance dot pattern, which was followed by a whole-screen visual mask 
and, finally, a pair of vertical Reference Bars that were presented in 
the same hemifield as the Visual Target but with a slight angular off-
set. The subjects were asked to report whether the center of the Vis-
ual Target was closer to the left or the right Reference Bar. In bimodal 
trials, the target was preceded by an Auditory Cue, which was either 
hemispatially congruent or incongruent with the Visual Target. In 
separate Uncued blocks, the Visual Target was presented without 
the preceding Auditory Cue. At the end of the trial, the subject was 
shown a green “O” after correct responses and a red “X” after incor-
rect responses (not shown in diagram)
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the fixation mark appeared 500 ms before the stimulus dis-
play and remained on the screen throughout the trial. The 
Visual Target was a Gaussian cluster of white dots (duration 
220 ms, density 2 dots/(°)2, radius 5°, dot size 4 min of arc, 
1% contrast, background luminance 30.3 Cd/m2), presented 
at random eccentricities between 25° and 35° to the right or 
left of the central fixation mark. At 50 ms after the offset of 
Visual Target, the entire screen was covered with a visual 
mask (duration 800 ms) consisting of white dots (1% con-
trast, 2 cycles per degree, density 2 dots/(°)2; background 
luminance 30.3 Cd/m2). As soon as the mask disappeared, 
a pair of Reference Bars was displayed. It consisted of two 
vertically aligned bars, which subtended 10° of visual angle 
in height and were separated by a gap of 6°. The center of 
the Reference Bars was situated at 2.5°, 3°, or 3.5° to the left 
or right of the center of the Visual Target. In a 2AFC task, 
subjects were instructed to press the keyboard button “1” 
if the center of the Visual Target had been closer to the left 
Reference Bar and the keyboard key “2” if it had been closer 
to the right Reference Bar. A 500-ms visual feedback signal 
was provided 300 ms after the key press at the same position 
as the center of the Visual Target. The feedback was either 
a green “O”, presented after correct responses, or a red “X” 
displayed after incorrect responses.

Crossmodal attention cues

The Auditory Cue was a 350 ms broadband noise burst pre-
sented 250 ms before the onset of the Visual Target. The 
source location of Auditory Cue was simulated by adjust-
ing its interaural time difference (ITD; 0.2–0.3  ms for 
25°–35° eccentricities) and interaural level difference (ILD; 
1.8–2.2 dB for 25°–35° eccentricities). In two-thirds of the 
cued trials, the source location of the Auditory Cue was 
congruent with the hemifield of Visual Target. In the other 
third of the trials, the cue was presented in the hemifield 
opposite to the target.

Study visits

During the first of the two visits, subjects were explained 
the task, signed the informed consent form and were trained 
on four task blocks of each trial type (24 trials each). In 
the second visit, the subject performed 2 crossmodal blocks 
(108 trials each) and 3 blocks with auditory no cues (48 
trials each). Each session lasted approximately 40 min. Par-
ticipants took a short break about every 15 min. Before the 
beginning of the experiment, participants were adapted to 
the dark room and the test screen brightness for approxi-
mately 300 s. To assure that the observers remembered the 
task, they were given 4–5 example trials before the begin-
ning of the experimental data collection. The first ten trials 
of each run were considered as practice and excluded from 

the analyses. The experimenter monitored the subject’s gaze 
fixation on the fixation mark throughout the experiment. All 
subjects followed the instructions and were able to maintain 
their gaze direction on the fixation cross throughout each 
trial.

Auditory control experiment

We also tested the subjects’ ability to determine the location 
of the Auditory Cue, per se, relative to the reference bars. 
The task design was analogous to the main experiment: (1) 
a 500-ms of fixation was followed by (2) Auditory Cue (for 
details, see above) and (3) a 475-ms auditory mask (diotic 
broadband noise; onset 90 ms after the cue), after which 
(4) the subject was asked to determine which of the sub-
sequently presented Reference Bars was closer to the cue 
origin. The spatial layout of eccentricities and Reference Bar 
offsets was identical to the main experiments.

Behavioral analysis

The accuracy of performance was determined based on the 
proportion of correct responses (PCorrect). Reaction times 
(RT) were determined from the onset of the Reference Bars 
in each trial with a correct response. For each subject, we 
then calculated the median RT for each task condition.

A potential bias in our task was that instead of visuospa-
tial sensitivity, the Auditory Cues could have caused post-
perceptual decision (or “response selection”) biases, such as 
a systematic predisposition to select the bar that is closer (or 
away from) the contralateral Auditory Cue in the incongru-
ent trials. We, therefore, estimated the subjects’ perceptual 
sensitivity (d′) during the task performance based on Signal 
Detection Theory (Macmillan and Creelman 1991). This was 
accomplished by using the dprime function of the psycho 
package of R (Makowski 2018). The d′ values reflected the 
subtraction of the z-transformed PCorrect and false alarm rates 
of the responses in our spatial 2AFC task. The decision bias 
(or the “beta value” in the R psycho toolbox nomenclature) 
was defined as the ratio of the normal density functions at 
the criterion of the z values, which were employed in the 
d′ computation. Here, the decision bias value specifically 
reflected the observer’s predisposition to respond that the 
target was either closer to the more peripheral or to the more 
central reference bar, with the unbiased responses having a 
value of about 1.0.

Statistical analysis

Linear mixed effects modeling (LMEM) analyses of the task 
measures were conducted using the lmer function of the R 
lme4 module (Bates and Maechler 2009; Bates et al. 2015). 
PCorrect, RT, d′, and decision bias measures were predicted 
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using LMEMs, which considered the fixed effects of Cue 
Type (Uncued, hemispatially congruent Auditory Cue, or 
incongruent Auditory Cue), the Reference Bar Offset (small, 
i.e., 2.5°, intermediate, i.e., 3°, or large, i.e., 3.5° difference 
between the midpoint between the Reference Bars vs. the 
Visual Target center), as well as the interactions between 
these predictor terms, and which also controlled for the ran-
dom effect of subject identity. We then applied a backward 
stepwise elimination procedure to find the LMEM that best 
explained the data (“step” function of the lmerTest pack-
age). More detailed a priori Helmert contrasts (hemispatially 
congruent Auditory Cue vs. Uncued; incongruent Auditory 
Cue vs. the two other conditions combined) were computed 
from the main LMEM. The degrees of freedom for testing 
the statistical significance were determined using the lmerT-
est module of R (main effects and interactions were inferred 
using the “anova” function, specific a priori contrast using 
the “summary” function).

Results

Our LMEMs suggested that whereas hemispatially incon-
gruent Auditory Cues presented at the hemifield opposite 
to the Visual Target decreased the accuracy, speed, and 
sensitivity of spatial discrimination of peripheral visual 
stimuli, hemispatially congruent crossmodal cues produced 
no improvements in comparison to the Uncued visual-only 
trials (Fig. 2).

According to the automatic backward-stepwise elimi-
nation procedure, the accuracy data were best explained 
by an LMEM that predicted PCorrect by the fixed effects of 
Cue Type and Reference Bar Offset, as well as the random 
effect of subject identity. This LMEM revealed a significant 
main effect of Cue Type (Uncued, hemispatially congru-
ent Auditory Cue, or incongruent Auditory Cue; F2,68 = 7.5; 

p < 0.001). The more specific a priori Helmert contrast sug-
gested that this main effect was driven by the significant 
decrease of PCorrect in trials with hemispatially incongru-
ent Auditory Cues, compared with the two other conditions 
(t68 = –3.9; p < 0.001; Fig. 2a). However, the hemispatially 
congruent Auditory Cues produced no significant improve-
ment of PCorrect in comparison to the Uncued condition. 
Finally, the best-fitting LMEM showed that the visual 
localization performance improved as a function of increas-
ing Reference Bar Offset across all trial types (F2,68 = 3.8, 
p < 0.05).

The RT data were best explained by a model that included 
the fixed effect of Cue Type and random effect of subject 
identity. Consistent with the PCorrect results, this LMEM 
showed a highly significant main effect of Cue Type 
(Uncued, hemispatially congruent Auditory Cue, or incon-
gruent Auditory Cue; F2,70 = 11.9, p < 0.001). The a priori 
Helmert contrasts showed that the RTs were significantly 
delayed in the trials with incongruent Auditory Cues vs. the 
two other conditions (Helmert contrast, t70 = 4.8, p < 0.001; 
Fig. 2b), whereas the comparison between trials with con-
gruent Auditory Cues vs. Uncued trials showed no signifi-
cant differences. The inclusion of terms involving the Refer-
ence Bar Offset did not significantly improve the LMEM fit.

The analysis of sensitivity (d′) and decision bias esti-
mates, computed based on the Signal Detection Theory, 
were highly consistent with the results of the PCorrect and 
RT analyses (Fig. 3). The best-fitting LMEM revealed a 
significant main effect of Cue Type (Uncued, hemispatially 
congruent Auditory Cue, or incongruent Auditory Cue; 
F2,70 = 5.3, p < 0.01; Fig. 3a). The a priori contrasts derived 
from the main LMEM revealed that d′ was significantly 
reduced in trials with hemispatially incongruent Auditory 
Cues, in comparison to the two other conditions (Helm-
ert contrast, t70 = − 3.0, p < 0.01), but that there were no 
differences in d′ between the congruent Auditory Cue vs. 

a b

Fig. 2   Accuracy and speed of target localization in the visual periph-
ery. a Group averages of PCorrects for different Cue Type and Refer-
ence Offset conditions. b Group averages of RTs in different Cue 

Type and Reference Offset conditions. Error bars refer to the standard 
error of mean (SEM) across subjects. ***p < 0.001 in Helmert con-
trasts derived from the main LMEM
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Uncued conditions (Fig. 3a). The inclusion of terms involv-
ing the Reference Bar Offset did not significantly improve 
the explanatory power of the LMEM for d′ data.

The LMEM analyses of decision bias revealed no signifi-
cant main effects or interactions (Fig. 3b), consistent with 
previous studies suggesting that crossmodal attention cues 
modulate the sensitivity rather than post-perceptual decision 
making during visual performance (McDonald et al. 2000).

Finally, the auditory control experiment demonstrated 
that even with the diffuse acoustic backward masking 
that was not used in the bimodal attention condition, the 
localization of the Auditory Cue vs. Reference Bars was 
significantly above chance level (group mean PCorrect= 56%, 
t8 = 3.6, p < 0.01; group mean d′ = 0.3, t8 = 2.32, p < 0.01).

Discussion

We examined how Auditory Cues presented briefly before 
the Visual Target stimuli affect spatial localization in visual 
periphery. The participants were asked to localize the Visual 
Target in relation to two vertical Reference Bars presented 
at a slight visual angle offset relative to the center of the 
Visual Target. In support of our hypotheses, the speed and 
accuracy of visual localization was significantly better in 
trials where the Auditory Cue was presented in the same vs. 
opposite hemifield relative to the Visual Target. Our analyses 
based on the Signal Detection Theory, further, verified that 
these effects reflected differences in attentional modulation 
of perceptual sensitivity rather than decision biases.

Previous studies provide ample evidence for faster RTs, 
improved accuracy, and increased perceptual sensitivity for 
visual stimuli when they are preceded by Auditory Cues 
in the same location (Spence and Driver 1997; McDonald 
et al. 2000; McDonald and Ward 2000; Schmitt et al. 2000). 
Based on these findings, a theory has been proposed that 

exogenous shifts of spatial attention are governed by a com-
mon supramodal system, which can be similarly activated by 
auditory or visual cues to facilitate the perception of visual 
stimuli (McDonald et al. 2012). Whereas the statistically 
significant differences between incongruent vs. congruent 
Auditory Cue conditions are, in principle, in line with this 
notion, it is noteworthy that the effects observed in our study 
appeared to be explained by perceptual degradation after 
incongruent cues rather than by crossmodal facilitation after 
congruent cues. That is, in contrast to crossmodally cued 
orienting to global visuospatial patterns such as motion 
(Hanada et al. 2019), the present study showed no significant 
benefits of congruent Auditory Cues in comparisons to the 
unimodal or Uncued visual condition. This is at odds with 
the previously reported effect of intramodal visual orienting 
cues, which help increase the local spatial accuracy of visual 
perception (Yeshurun and Carrasco 1999, 2000).

A potential explanation for the present pattern of results 
is that Auditory Cues are not relevant for precise orienting 
to visual space (e.g., see Fiebelkorn et al. 2011). Whereas 
fine-grained spatial discrimination is dominated by the vis-
ual system (Howard and Templeton 1966; Colavita 1974; 
Hairston et al. 2003), Auditory Cues could guide attention to 
sites beyond central vision, routed through the rapid “where” 
pathway in posterior portions of non-primary auditory cortex 
(Rauschecker and Tian 2000; Ahveninen et al. 2014). One 
of the most prominent crossmodal neuronal effects of such 
Auditory Cues is the increase of alpha oscillations in visual 
areas representing the irrelevant hemifield (Banerjee et al. 
2011; Thorpe et al. 2012; Ahveninen et al. 2013), which is 
very similar to the effects of hemispatial visual attention 
cues (Worden et al. 2000) and presumably reflects active 
suppression of irrelevant locations of visual field (Foxe et al. 
1998). Evidence for neuronal effects of Auditory Cues on 
local visuospatial attention, which would increase the spatial 
resolution of visual perception the way that intramodal cues 

a b

Fig. 3   Sensitivity (d′) and decision bias values of target localization 
in the visual periphery. a Group averages of d′ estimates in different 
Cue Type and Reference Offset conditions. b Group averages of deci-
sion bias estimates in different Cue Type and Reference Offset con-

ditions. Error bars refer to the standard error of mean (SEM) across 
subjects. ***p  <  0.001 in Helmert contrasts derived from the main 
LMEM
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appear to do (Yeshurun and Carrasco 1999, 2000), is much 
scarcer. Thus, one might speculate that during visual tasks, 
Auditory Cues activate a broader or global spatial orient-
ing system that triggers larger exogenous attention shifts, 
and that this helps suppress the representation of irrelevant 
visual field locations. Such global orienting processes could 
be based on a modality non-specific or “supramodal” system 
(McDonald et al. 2012). However, the exogenous shifts of 
spatial attention do not seem to be able to facilitate more 
fine-grained, or local, visuospatial attention, which perhaps 
is controlled by modality-specific information (Ward 1994).

Another possibility is that the occurrence of incongruent 
auditory orienting cues activates an additional conflict pro-
cessing system (Botvinick et al. 2004; Huang et al. 2014), 
which then hinders the speed and accuracy performance at 
the post-perceptual or “response selection” stage, due to 
the increased processing demands. However, based on the 
results of our analysis, the present modulations of accuracy 
of visual performance by auditory orienting cues reflected 
changes in perceptual sensitivity rather than decision biases. 
The notion that present effects cannot be explained by post-
perceptual decision biases is also consistent with the predic-
tions of the load theory of visual attention, which suggests 
that the effect of distractors should decrease as a function 
of perceptual difficulty (Lavie 2005). In the experiments 
described here, there was no significant interaction between 
the cue congruence (or Cue Type) and Reference Bar Off-
set that reflected the angular offset between the midpoint 
between the Reference Bars and the center of the Visual 
Target. Furthermore, in both auditorily cued and Uncued 
trials, the accuracy and perceptual sensitivity (d′) of perfor-
mance improved as a function of decreasing the Reference 
Bar Offset.

An important consideration in interpreting our results 
is the spatial resolution of auditory cueing. The auditory-
spatial stimuli were based on a generic ITD/ILD cues, which 
are not as accurate as individualized simulations including 
both binaural and monaural spatial cues (for a review, see 
Ahveninen et al. 2014). Importantly, the spatial differences 
between the Reference Bars and the Auditory Cues were 
close to the previously reported discrimination thresholds in 
the present range of 25°–35° azimuthal directions (Colburn 
1996). That is, with the 2.5°, 3°, and 3.5° Reference Bar Off-
sets, the distance of the further bar (i.e., the incorrect choice) 
was only 5.5°, 6°, or 6.5° away from the simulated origin of 
the Auditory Cue. However, in our separate control experi-
ment, the subjects discriminated the locations of Auditory 
Cues significantly above chance level, even though the cues 
were followed by a diffuse backward masking sound that 
probably strongly interfered with the auditory-spatial repre-
sentation (Ege et al. 2018). In contrast, in the main experi-
ment, the Auditory Cues were not acoustically masked. It is 
thus reasonable to assume that the auditory attention cueing 

was spatially more robust than in the case of the backward-
masked control experiment.

Finally, it is necessary to consider whether the timing 
of stimuli might contribute to the differences in effects 
observed in the present study and previous studies that meas-
ured the effects of auditory-spatial cues on visual detection 
sensitivity. Here, the Visual Target preceded the onset of 
Auditory Cue by 250 ms, and the sound cue overlapped the 
onset of the Visual Target. These timing parameters were 
selected based on previous studies, which have suggested 
consistent differences between the effects of valid vs. invalid 
Auditory Cues even at much shorter cue-target onset asyn-
chronies (e.g., Spence and Driver 1997). A further justifica-
tion is provided by investigators of unimodal attention, who 
have argued that at longer cue-to-target onset asynchronies, 
spatial orienting to auditorily cued locations becomes more 
increasingly influenced by non-specific alerting as opposed 
to location-specific effects (Mondor and Zatorre 1995). 
However, as the majority of previous visual-auditory studies 
have examined the effects of crossmodal cueing on detection 
sensitivity, further studies are clearly needed to determine 
how the timing of crossmodal cues affects the precision of 
visuospatial attention and discrimination.

In conclusion, hemifield-incongruent auditory-spatial 
attention cues suppressed irrelevant visual locations, but 
congruent crossmodal attention cues did not benefit visual 
precision in comparison to the unimodal condition. Our 
working hypothesis for future studies, to be tested with more 
precise auditory-spatial simulations, is that whereas the sup-
pression after hemifield-incongruent Auditory Cues is based 
on a supramodal system for exogenous shifts of spatial atten-
tion, the more fine-grained, local, visual attention is based 
on a modality-specific system.
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