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Auditory cues facilitate object movement processing in human extrastriate 
visual cortex during simulated self-motion: A pilot study 
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A B S T R A C T   

Visual segregation of moving objects is a considerable computational challenge when the observer moves 
through space. Recent psychophysical studies suggest that directionally congruent, moving auditory cues can 
substantially improve parsing object motion in such settings, but the exact brain mechanisms and visual pro-
cessing stages that mediate these effects are still incompletely known. Here, we utilized multivariate pattern 
analyses (MVPA) of MRI-informed magnetoencephalography (MEG) source estimates to examine how cross-
modal auditory cues facilitate motion detection during the observer’s self-motion. During MEG recordings, 
participants identified a target object that moved either forward or backward within a visual scene that included 
nine identically textured objects simulating forward observer translation. Auditory motion cues 1) improved the 
behavioral accuracy of target localization, 2) significantly modulated the MEG source activity in the areas V2 and 
human middle temporal complex (hMT+), and 3) increased the accuracy at which the target movement direction 
could be decoded from hMT+ activity using MVPA. The increase of decoding accuracy by auditory cues in hMT+
was significant also when superior temporal activations in or near auditory cortices were regressed out from the 
hMT+ source activity to control for source estimation biases caused by point spread. Taken together, these re-
sults suggest that parsing object motion from self-motion-induced optic flow in the human extrastriate visual 
cortex can be facilitated by crossmodal influences from auditory system.   

1. Introduction 

Motion perception is critical for our ability to navigate and act within 
the environment. In the case of a stationary observer, detecting a moving 
object within an otherwise still scene is explainable by relatively simple 
filtering or perceptual grouping mechanisms (Dick et al., 1987; McLeod 
et al., 1988; Nakayama and Silverman, 1986). However, in most 
everyday settings, the retinal image constantly changes as a result of the 
observer’s eye, head, and body movements, which produce a complex 
movement pattern of the visual field, referred to as optic flow (Gibson, 
1950; Vaina, 1998). Parsing object motion from retinal translations 
caused by the observer’s self-motion in such settings is a considerable 
computational feat, whose psychophysical (Burr and Thompson, 2011; 

Niehorster and Li, 2017; Rushton and Warren, 2005; Rushton et al., 
2018; Warren and Rushton, 2009), neurocognitive (Calabro and Vaina, 
2012; Pitzalis et al., 2020; Rana and Vaina, 2014), and neuronal (Duffy 
and Wurtz, 1991; Layton and Fajen, 2016) bases have been extensively 
studied using unimodal visual designs. In contrast, how motion infor-
mation from other sensory systems, which is abundantly available in our 
everyday natural environment (e.g., the sound of an approaching 
vehicle), modulates cortical bases of visual flow-parsing is not yet fully 
clear. 

The perceptual benefits of multisensory information have been well 
documented (Stein and Stanford, 2008). In the spatial domain, cross-
modal influences are typically much stronger from the visual to auditory 
system than vice versa, both in the case of stimulus-source localization 
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(Jack and Thurlow, 1973; Kopco et al., 2009) and motion perception 
(Alais and Burr, 2004; Bertelson and Radeau, 1981; Soto-Faraco et al., 
2004). However, crossmodal auditory information can modulate visual 
motion perception (Cappe et al., 2009; Chien et al., 2013; Schmiedchen 
et al., 2012; Soto-Faraco et al., 2003), help orienting to relevant visual 
motion cues (Hanada et al., 2019), and modulate visual cortex activa-
tion during motion discrimination tasks (Kayser et al., 2017; Lewis and 
Noppeney, 2010). Neuroimaging studies, further, suggest that auditory 
motion cues can modulate visual processing of motion in the human 
middle temporal complex (hMT+) (Alink et al., 2008; Kayser and 
Kayser, 2018; Lewis and Noppeney, 2010; Rezk et al., 2020; Strnad 
et al., 2013; von Saldern and Noppeney, 2013), which is the human 
homolog of motion sensitive areas including the middle temporal (MT) 
and middle superior temporal (MST) regions of the monkey brain (All-
man and Kaas, 1971; Dubner and Zeki, 1971). Human fMRI studies also 
suggest that hMT+ is activated by auditory motion stimuli in early blind 
(Poirier et al., 2006) and blindfolded sighted subjects (Poirier et al., 
2005). However, the bulk of the above evidence has concentrated on the 
stationary observer’s perspective; the way auditory motion cues 
modulate visual parsing of the optic flow that is caused by the observer’s 
self-motion remains unknown. 

Our two previous behavioral studies suggest that spatially congruent 
auditory cues could help identify a moving object in an environment 
where the observer is in simulated self-forward motion (Calabro et al., 
2011; Roudaia et al., 2018). However, the exact level of visual pro-
cessing at which these crossmodal effects originate is still unknown. For 
example, although evidence of crossmodal modulation of motion pro-
cessing exists (see above), an argument has been made that even when 
the observer is stationary, the behavioral effects of auditory cues on 
visual motion processing originate at the decision-making rather than at 
the perceptual level (Meyer and Wuerger, 2001; Wuerger et al., 2012). 

Here we used multivariate pattern analyses (MVPA) of MRI-informed 
magnetoencephalography (MEG) source estimates (for reviews, see 
Baillet, 2017; Hämäläinen et al., 1993) to examine how auditory cues of 
object motion in depth facilitate optic flow parsing during the observer’s 
simulated self-motion. A moving target stimulus with a different speed 
and/or direction was embedded among moving distracter objects 
(Fig. 1). Our specific hypothesis was that auditory cues enhance the 
representation of the target stimulus already in the extrastriate visual- 
cortex area hMT+ (Fig. 2). MEG was considered ideal for estimating 
the information content in time-varying signals originating in sensory 
cortices during motion processing. Our previous behavioral studies 
suggest that in such a simulated flow-parsing task, the duration of the 
motion stimulus needs to be up to 600–1000 ms to allow optimal 
detection of targets that are embedded among moving distracter objects 
(Kozhemiako et al., 2020). In our MVPA analyses, we therefore 
compared temporally distributed representations of target vs. back-
ground motion across in the dynamic MEG activation time courses in 
visual-auditory and visual task conditions in different areas of visual 
cortex (Fig. 2). 

2. Results 

2.1. Behavioral 

The behavioral analysis supported the initial hypothesis we put 
forward in our previous psychophysical study that an auditory cue can 
improve target identification performance during simulated self-motion 
(Calabro et al., 2011). The performance was significantly more accurate 
(t9 = 4.87, FDR-corrected p < 0.001) Visual-Auditory Search than in the 
Visual Search condition. We also confirmed that the participants were 
able to identify the target object from the four possible alternatives 

Fig. 1. Schematic view of the stimulus and task design (adapted from Calabro et al., 2011; Calabro and Vaina, 2012). Visual Search: Each trial started with a 300 ms 
of fixation period, after which 9 textured spheres faded in from the background for 2 s and then remained static for another second. During the subsequent one- 
second motion period, 8 out of the 9 spheres simulated the forward movement of the observer, and the remaining sphere, the target object, moved forward or 
backward with speeds different from the observer’s motion. The left bottom insert shows a zenithal or “a bird’s eye view” of the simulated motion pattern. After the 
motion ended, a blank screen appeared for 0.25 s, after which all spheres remained static, four of them were labeled with numbers, and subject identified by a button 
press which them had been the target. Visual-Auditory Search: The visual stimuli and the task were the same as in Visual Search. The amplitude of the continuous 
auditory cue, which appeared after the 300-ms fixation period, remained fixed until starting to increase or decrease to simulate auditory motion in depth congruent 
with the motion of the visual target sphere. 
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significantly above chance level of 25% both in Visual-Auditory Search 
(mean PCorrect ± standard deviation, SD, =0.64 ± 0.11, t9 = 11.50, FDR- 
corrected p < 0.001) and Visual Search (mean PCorrect ± SD = 0.54 ±
0.10, t9 = 9.24, FDR-corrected p < 0.001) conditions. The individual 

data points of each subject’s performance are shown in Supplementary 
Fig. 1. Finally, consistently with the behavioral accuracy, behavioral 
reaction times (RT), which were estimated from the four-object prompt 
presented after the motion had finished, were significantly faster (t9 =

-5.29, FDR-corrected p < 0.001) in the Visual-Auditory Search (mean 
RT ± SD = 672 ± 148 ms) than in the Visual Search condition (mean RT 
± SD = 754 ± 156 ms). 

2.2. Univariate analysis of crossmodal modulations of visual cortex 
motion processing 

Fig. 3 shows the effect of crossmodal auditory cues on the estimated 
activation time courses in the visual cortex areas V1, V2, and hMT+. 
Significant crossmodal modulations of visual cortex activity were found 
in V2 and hMT+. These effects were more prominent for trials in which 
the target was approaching the observer faster than the effect of simu-
lated self-motion: the cluster-based randomization test indicated sig-
nificant differences between the Visual Auditory Search vs. Visual 
Search conditions in V2 (three temporal clusters, each with p < 0.05) 
and two in hMT+ (two clusters; one with p < 0.01, another with p <
0.05). For trials in which the target was receding, only one significant 
cluster was found, in hMT+ (p < 0.05). No significant effects were found 
in the area V1 in either case. We also compared motion-related re-
sponses between trials with receding vs. approaching targets within the 
area hMT+; this comparison revealed no significant differences in either 
Visual or Visual-Auditory Search condition. 

Fig. 2. Regions of interest (ROI) depicted on the “semi-inflated” cortical sur-
face of the FreeSurfer standard brain representation. 

Fig. 3. Comparison of MEG source activity in the visual cortex ROIs across Visual-Auditory Search and Visual Search conditions, separately for trials with 
approaching vs. receding targets. Significant differences between Visual-Auditory Search vs. Visual Search conditions were found in hMT+ and, in the case of 
approaching targets, also in V2. * p < 0.05, ** p < 0.01, cluster-based randomization test. The red and blue shading reflects the standard error of mean 
across subjects. 
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2.3. MVPA 

Whereas the univariate analyses did not reveal direction-specific 
effects in hMT+, the MVPA analyses suggested that crossmodal audi-
tory motion cues might, nonetheless, help visual processing of the target 
stimulus motion that is embedded within the much larger retinal effects 
due to the observer’s self-motion (Figs. 4, 5; Table 1). In the Visual- 
Auditory Search condition, the direction of the target stimulus motion 
was decoded significantly above the chance level of 0.5 in the area 
hMT+ (t9 = 3.34, FDR-corrected p < 0.05; numerical details in Table 1). 
The target motion direction could not be decoded from any of the ROIs 
in the Visual Search condition. In the comparison across the conditions, 
the decoding accuracy was significantly higher in the Visual-Auditory 
Search than in the Visual Search condition in the area hMT+ (t9 =

3.59, FDR-corrected p < 0.05; Fig. 4, right panel), but not in V1 or V2. 
There were no significant correlations between the MVPA decoding 
accuracy and behavioral measures in the Visual Auditory or Visual 
Search conditions. An additional control MVPA of posterior parietal 
cortex during Visual Auditory vs. Visual Search conditions is presented 
in Supplementary Material. 

2.4. Control analyses 

Not surprisingly, the direction of the target motion in the Visual- 
Auditory condition could be classified significantly above the chance 
level using the estimated MEG source waveforms for the auditory-cortex 
area pSTG (t9 = 9.16, FDR-corrected p < 0.001; numerical details in 
Table 1). This was also the case in the adjacent area pSTS (t9 = 5.95, 
FDR-corrected p < 0.01; see Table 1), which is a major audiovisual 
integration site and putative auditory association area. To control for 
possible crosstalk between ROIs in the MEG source estimates, we per-
formed a control MVPA in which the contribution of pSTG and pSTS to 
the single-trial activity of hMT+ was regressed out (Fig. 5). The target 
stimulus motion direction could be decoded significantly above the 
chance level from the source waveforms of area hMT+ in the Visual- 
Auditory Search condition even in this case (t9 = 3.49, FDR-corrected 
p < 0.05, see Table 2 for numerical details), but not from those of 
areas V1 and V2. 

We also tested the ROI-specific SVM decoding accuracies in the Vi-
sual Control and Auditory Control experiments. Note that in the Visual 
Control experiment, the motion pattern was much broader and visually 
clearer than in the two search conditions: the task was to determine 
whether the entire nine-object pattern was moving towards or away 
from the observer. The direction of this stimulus was decodable 

significantly above chance level from all the visual cortex ROIs, 
including hMT+ (t9 = 4.99, FDR-corrected p < 0.01; numerical details in 
Table 1), V2 (t9 = 3.10, FDR-corrected p < 0.05, see Table 1), and V1 (t9 
= 4.90, FDR-corrected p < 0.01, see Table 1), but not in the auditory 
area pSTG or pSTS. 

In contrast, in the Auditory Control experiment, wherein the 
observer was asked to attend to the auditory stimulus only and deter-
mine its direction, the direction of motion could be decoded significantly 
above chance level from pSTG (t9 = 6.03, FDR-corrected p < 0.01) and 
also from pSTS (t9 = 2.74, FDR-corrected p < 0.05). The MVPA effects in 
hMT+ (t9 = 0.98, FDR-corrected p = 0.27) and the other visual cortex 
ROIs remained non-significant after FDR correction in the Auditory 
Control experiment. However, there was a trend-level effect in the area 
V2. We therefore also analyzed the decoding accuracies from visual 
cortex ROI time courses from which the contribution of pSTG and pSTS 

Fig. 4. MVPA results in visual cortices. (Left, Middle) The decoding accuracy of the target direction was significantly above chance level during Visual-Auditory 
Search condition in the area hMT (left), but not in any of the ROIs during the Visual Search experiment (middle panel). On each box, the central mark is the 
median, the bottom box edge is the first quartile, the top edge the third quartile, and the whiskers reflect the 1.5 × inter-quartile range of the group-level decoding 
accuracy. The gray dots reflect individual observers’ data. * FDR-corrected p < 0.05 (Right) In the area hMT+, there was a significant difference between the 
decoding accuracies between the Visual Auditory and Visual Search conditions. Error bars of the show the standard error of mean. * FDR-corrected p < 0.05. 

Fig. 5. Control MVPA where the contribution of pSTG and pSTS was regressed 
out from the visual cortex time courses in Visual-Auditory Search condition. 
The decoding accuracy of the target direction was significantly above the 
chance level in the area hMT+, but not in V1 and V2. On each box, the central 
mark is the median, the bottom box edge is the first quartile, the top edge the 
third quartile, and the whiskers reflect the 1.5 × inter-quartile range of the 
group-level decoding accuracy. The gray dots reflect individual observers’ data. 
* FDR-corrected p < 0.05 (Benjamini and Hochberg, 1995). 
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was regressed out. In contrast to the MVPA results in the Visual-Auditory 
Search condition (Fig. 5), which were not affected with this regression 
procedure, the results of this analysis were clearly non-significant in all 
the visual cortex ROIs (Table 2). 

3. Discussion 

Little is known about how crossmodal auditory cues influence visual 
cortex processing of moving objects when the observer passages through 
the 3D space. We addressed this question using a combination of 
behavioral methods and MRI-informed MEG source modeling analyses. 
During MEG recordings, participants were asked to identify a target 
object that moved either forward or backward within a visual scene. The 
display consisted of nine identically textured objects, eight of which 
simulated the observer’s forward translation. Our results demonstrate 
that auditory motion cues not only improve behavioral detection of 
moving target stimuli during the observer’s simulated self-motion, but 
that they also modulate representations of the target motion direction in 
hMT+, an extrastriate visual cortex area that has been previously 
implicated in optic flow parsing (Layton and Fajen, 2016; Pitzalis et al., 
2020; Rushton et al., 2018). 

The present behavioral findings are consistent with our previous 
psychophysical studies, which suggested that auditory motion cues 
facilitate object movement detection within a dynamic scene that sim-
ulates the observer’s self-motion (Calabro et al., 2011; Roudaia et al., 
2018). Our behavioral findings are also in line with previous psycho-
physical evidence that auditory cues modulate visual motion processing 

within an otherwise stationary scene (Cappe et al., 2009; Chien et al., 
2013; Schmiedchen et al., 2012; Soto-Faraco et al., 2003). Here, the 
auditory-to-visual performance modulation, further, emerged in a high- 
load setting where the single target object motion needed to be parsed 
from the much stronger retinal motion pattern of the eight non-target 
objects. This is consistent with the expectation that auditory cues 
benefit visuospatial processing specifically when the task-relevant visual 
stimulus is embedded among competing stimuli (Van der Burg et al., 
2008, 2011) or presented in a peripheral location (Ahveninen et al., 
2019; Teramoto et al., 2012). 

The area hMT+, which showed the strongest crossmodal MEG effects 
among the visual cortex ROIs in the present study, refers to the human 
homolog of the combination of areas MT and MST of non-human pri-
mates. Whereas MT is densely populated by direction-selective neurons 
with relatively focal receptive fields (Allman and Kaas, 1971; Dubner 
and Zeki, 1971), the area MST includes neurons that are sensitive to 
larger-field optic flow effects such as those involved in the observers self- 
motion (Duffy and Wurtz, 1991). In their neural model, Layton and 
Fajen (2016) proposed that that visual flow parsing during self-motion is 
based on a feedback-feedforward loop that involves both MT and MST. 
There is also evidence of multisensory MST neurons that integrate visual 
and vestibular information to support the observer’s heading perception 
(DeAngelis and Angelaki, 2012). Although functional imaging studies of 
auditory effects on optic flow parsing are lacking, human neuroimaging 
activations in or near hMT+ have been reported to be modulated by 
auditory inputs during more conventional motion processing tasks 
(Alink et al., 2008; Kayser and Kayser, 2018; Lewis and Noppeney, 2010; 
Strnad et al., 2013; von Saldern and Noppeney, 2013). One possible 
explanation for our behavioral result that auditory cues facilitate 
detection of moving objects from dynamic optic flow, observed here and 
in our previous studies (Calabro et al., 2011; Roudaia et al., 2018), could 
thus be crossmodal enhancement of motion sensitivity of hMT+. 

In contrast to the long-held view that multisensory integration occurs 
at higher levels only (Barlow, 1972; Konorski, 1967), more recent evi-
dence suggests that crossmodal auditory modulation of visual processing 
already in or near the human visual cortex areas V1 and V2 (Giard and 
Peronnet, 1999; Murray et al., 2016; Raij et al., 2010). One of the pro-
posed explanations for these previously-reported early effects is direct 
lateral connectivity from auditory cortices to early visual areas, docu-
mented in non-human primates (Falchier et al., 2002, 2010; Majka et al., 
2019; Rockland and Ojima, 2003). However, direct monosynaptic con-
nections between auditory cortices and the areas MT or MST in primates 

Table 1 
Accuracy of MVPA decoding of target motion direction using estimate MEG source waveforms for the 5 regions of interest. Group-mean and standard errors of mean 
(SEM), as well as the t-value, effect size (Cohen’s d), and p-value (FDR corrected) are given.  

Condition ROI Mean SEM t(9) Cohen’s d FDR-corrected p  

Visual Search hMT+ 0.49  0.02 − 0.31 − 0.10  0.6629  
V1  0.48  0.03 − 0.61 − 0.19  0.7482  
V2  0.48  0.02 − 1.02 − 0.32  0.8321  
pSTS  0.51  0.03 0.22 0.07  0.5494  
pSTG  0.49  0.04 − 0.18 − 0.06  0.6349  

Visual-Auditory Search hMT+ 0.58  0.02 3.34 1.05  0.0181 * 
V1  0.57  0.03 2.23 0.70  0.0642  
V2  0.53  0.02 1.67 0.53  0.1449  
pSTS  0.66  0.03 5.95 1.88  0.0010 ** 
pSTG  0.74  0.03 9.16 2.90  0.0001 *** 

Auditory Control hMT+ 0.52  0.02 0.98 0.31  0.2703  
V1  0.52  0.03 0.62 0.20  0.3809  
V2  0.56  0.03 2.38 0.75  0.0540  
pSTS  0.57  0.03 2.74 0.87  0.0330 * 
pSTG  0.66  0.03 6.03 1.91  0.0010 ** 

Visual Control hMT+ 0.62  0.02 4.99 1.58  0.0025 ** 
V1  0.59  0.02 4.90 1.55  0.0025 ** 
V2  0.58  0.03 3.10 0.98  0.0206 * 
pSTS  0.53  0.04 0.92 0.29  0.2781  
pSTG  0.50  0.03 − 0.04 − 0.01  0.6238  

*p < 0.05, **p < 0.01, ***p < 0.001  

Table 2 
MVPA decoding accuracy in the control analyses where the contribution of pSTG 
and pSTS was regressed out of the visual cortex ROI time courses. Group-mean 
and standard errors of mean (SEM), as well as the respective statistical param-
eters, are shown.  

Condition ROI Mean SEM t(9) Cohen’s 
d 

FDR- 
corrected p  

Visual- 
Auditory 
Search 

hMT+ 0.58  0.02  3.49  1.10  0.0165 * 
V1  0.53  0.02  1.41  0.44  0.2005  
V2  0.52  0.02  1.05  0.33  0.2599  

Auditory 
Control 

hMT+ 0.50  0.02  − 0.04  − 0.01  0.6238  
V1  0.50  0.02  − 0.16  − 0.05  0.6349  
V2  0.52  0.02  1.31  0.41  0.2149  

*p < 0.05  
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appear to be sparse (Palmer and Rosa, 2006). It is therefore possible that 
the auditory modulations of hMT+ observed here reflect enhanced 
feedback from other higher-level areas, which support multisensory 
integration (Smiley et al., 2007) and attentional orienting to the relevant 
object within the scene (Green et al., 2005; Hillyard et al., 2016). Such a 
feedback effect could allow a more efficient flow parsing and, conse-
quently, a more precise representation of the target object’s motion 
relative to its dynamic background. However, future studies using 
measures of effective connectivity (e.g., dynamic causality modeling) 
are clearly needed to determine the flow of bottom-up vs. top-down 
types of inputs that underlie the present multisensory effects. 

More specifically, in the spatial domain, the auditory system is 
thought to provide a fast and non-specific alerting mechanism, which 
supports orienting of visual attention to relevant objects or events that 
are beyond the observer’s immediate focus (Ahveninen et al., 2019; 
Hillyard et al., 2016; McDonald et al., 2000). One of the key aspects of 
for this role could be assumed to be the rapid detection of approaching, 
potentially harmful objects or events (Ghazanfar et al., 2002). Previous 
studies on multisensory integration of motion information suggest that 
auditory cues provide a much stronger influence on the perception of 
approaching/looming than receding objects (Cappe et al., 2009). 
Consistently with these premises, the present evidence of auditory 
modulations of MEG source activity in the areas hMT+ and V2 were 
significant only in trials where the target object was approaching the 
observer (Fig. 3). The enhanced classification accuracy in our MVPA 
analyses at the area hMT+ could therefore have been contributed by 
direction-specific enhancement of feedback from higher areas that are 
sensitive to auditory looming, such as pSTS (Tyll et al., 2013). 

In the present MEG MVPA analyses, we specifically aimed at making 
sure that the higher decoding accuracy in Visual-Auditory Search than in 
Visual Search reflects genuine crossmodal information transfer to 
human visual cortices. To this end, we used a linear regression analysis 
to exclude the contribution of direct auditory-cortical contribution from 
single-trial hMT+ activity. In this analysis, we also considered the po-
tential crosstalk from pSTS, which is a well-established multisensory 
integration site. In line with our main findings, the direction of visual- 
auditory target motion could be classified from the hMT+ activity 
even when the contribution of pSTG and pSTS was regressed out (Fig. 5). 
The validity of our results is also supported by the analysis of Control 
Experiments, in which the decoding accuracy of the motion direction of 
the auditory cue alone was not significantly above chance level in the 
visual cortex ROIs. Thus, the combination of visual and auditory infor-
mation was necessary for the target motion to be decodable from the 
area hMT+. Further studies using direct neurophysiological measures of 
neuronal firing activity, as opposed to local-field potentials or their 
MEG, EEG, or electrocorticography (EcoG) correlates, are however 
needed to get a more complete picture of the exact neuronal mechanisms 
of the present result. 

There were no significant correlations between the MVPA decoding 
accuracy and behavioral measures in the Visual Auditory or Visual 
Search conditions at the group level. The signal to noise ratio (SNR) of 
this correlation analysis could have been reduced by the fact that the 
present task was not related purely on motion perception but required 
also spatial working memory and decision making (across four possible 
behavioral responses). It is also noteworthy that MVPA decoding accu-
racy is a statistic that is affected by a number of factors beyond the 
strength of the neuronal representation, per se, which may increase the 
between-subject variability and reduce the power of the correlation 
analysis between MVPA and behavioral results. Yet another consider-
ation is that the present flow parsing task was based on a relatively 
simple virtual design where the subject did not actually move. Future 
studies with either more realistic virtual reality stimulation devices that 
provide richer depth cues or studies utilizing wireless EEG devices that 
allow brain recordings during the participant’s real self-motion could be 
helpful. 

The present MVPAs were computed to decode temporally distributed 

representations of the target’s motion relative to its dynamic back-
ground. A limitation of this analysis is that whereas it answers to the 
question whether a certain ROI contains information of the properties of 
the target stimulus, it does not reveal the exact time course of the evo-
lution of such representations. However, it should be noted that it takes 
a while until a human observer can parse a moving target object from a 
dynamic pattern that simulates the retinal effects of one’s self-motion. 
While the integration of global motion patterns is achievable based on 
motion patterns briefer than 200 ms (Lee and Lu, 2010), our previous 
tests suggest that in the present flow parsing setup, human observers 
need to sample at least 600 ms of motion to allow above-chance-level 
behavioral performance across all target speeds in the unimodal con-
dition (Kozhemiako et al., 2020). Given this notion, we utilized the 
entire 1000-ms motion period from each ROI for our MVPAs. Notably, in 
this analysis, the primary features of interest were the dynamic varia-
tions in the signal. In other words, the data were not collapsed or 
averaged across the time; all available temporally dynamic information 
was taken into account to make the predictions of the target stimulus 
direction. Another limitation of our study is that in the present task 
version, we kept track only of the position of the correct target stimulus, 
which prevented us from analyzing how the information content of the 
MEG signal relates to the exact position of the stimulus that the subject 
chose. A related potential issue is that we did not use dynamic eye 
tracking in our experiment: We cannot thus rule out the possibility that 
upon detecting the differently moving target, some subjects could have 
inadvertently moved their fixation from the center of the screen to the 
target, which could have modulated the downstream motion processing 
in such trials. Further, because the trial-specific position coordinates of 
targets were not available from the two first subjects of our sample, we 
did not attempt to decode the spatial position of the target, in addition to 
the target direction. Finally, the present study sample consisted of 10 
participants, which could be considered suboptimal for the generaliz-
ability of the results (Friston et al., 1999). Because of this limitation, our 
analysis was concentrated in relatively focused ROI-based approach 
instead of more open-ended exploration of different cortical networks 
involved in motion processing. Future studies with larger number of 
participants are needed to achieve more complete picture of the broader 
brain networks involved in motion processing. 

In conclusion, our MEG source modeling analyses and MVPA results 
suggest that the population-level neuronal effects, which accompany 
crossmodal enhancement of detecting a moving object during the ob-
server’s simulated self-motion, involve motion processing areas in or 
near the hMT+ of human extrastriate visual cortex. 

4. Methods and materials 

Ten participants (3 females) with normal or corrected-to-normal 
vision, normal hearing, and mean age of 28.6 years (standard devia-
tion 15.7 years) participated in the study. All procedures were approved 
by the Institutional Review Boards of Massachusetts General Hospital 
and Boston University, and all participants gave Informed Consent to 
participate in this research study. All participants were naïve as to the 
purpose of the experiment. 

4.1. Stimuli and tasks 

Fig. 1 shows the task design, which was modified for MEG experi-
ments from our previous psychophysical studies (Calabro et al., 2011; 
Calabro and Vaina, 2012). The participants were asked to identify a 
target object that moved either forward or backward within a visual 
scene, which included nine identically textured high-contrast objects 
(28.3 cd/m2 on a 0.3 cd/m2 background) that simulated forward 
observer translation (Rana and Vaina, 2014). The stimuli were projected 
to an MEG-compatible screen, placed 80 cm away from the eyes of the 
participant, using a LP350 DLP projector (InFocus, Wilsonville, OR) at a 
resolution of 1024 × 768 pixels with refresh rate of 75 Hz. The room was 
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darkened. The mean initial diameter of the objects, which were 
distributed within a 25 × 25 × 60 cm3 volume centered at a distance of 
80 cm, was 1.5◦ of visual angle. To prevent occlusion between spheres, 
the display area was nominally divided into nine equally sized wedges, 
each of which contained one sphere displayed at a random eccentricity 
of up to 9◦. Participants were instructed to maintain fixation on a red 
circle placed at the center of the MEG-compatible video display. The task 
timeline was as follows: 1) The fixation mark appeared and was shown 
alone for 300 ms; 2) During the next 2000 ms, the nine spheres were 
faded in from 0% to 100% of the final contrast; 3) The spheres remained 
stationary for another 1000 ms; 4) A 1000-ms stimulus-motion period 
started thereafter: 8 of the nine spheres were moved and scaled 
consistent with forward observer translation of 3 cm/s, such that the 
radial velocity was up to 1.66◦/s for the most eccentric spheres, or 
0.84◦/s for spheres of mean eccentricity, whereas the remaining (target) 
sphere had an independent forward or backward motion vector of 2, 4, 6 
or 8 cm/s within the scene; 5) After the motion period, a blank screen 
was shown for 250 ms, after which the 9 spheres were displayed static 
for 3000 ms. The target and three other randomly selected spheres were 
labeled with numerals 1, 2, 3, and 4. In a four-alternative forced choice 
(4AFC) task, the observers were asked to identify the target sphere by 
pressing the corresponding button 1, 2, 3, or 4 of a MEG-compatible 
response pad with their right-hand fingers. No feedback was provided. 
After 3000 ms the static spheres disappeared from the screen and a new 
trial started. 

In separate conditions, the above task was presented only visually 
(Visual Search) or with a co-localized auditory motion cue (Visual- 
Auditory Search). The auditory cue was a pure tone of frequency 300 Hz 
whose amplitude changed to simulate movement within the scene in the 
same forward or backward direction as the visual target sphere. Our 
working hypothesis and the idea of this manipulation was that this kind 
of general auditory cue would strengthen the representation of the 
motion of the visual target sphere among the non-target spheres. The 
auditory cue was delivered through foam earpieces that were connected 
to three-meter long plastic tubes, connected to a speaker system outside 
of the magnetically shielded room (Unides ADU1b, Helsinki, Finland). 
The change in amplitude was modeled as a sound source at an initial 
distance of 4.1 m (69 dB SPL, 30 ms ramps), whose amplitude was 
reduced or increased by approximately 10 dB SPL, to simulate auditory 
movement towards or away from the observer at 3.5 m/s (Fig. 1). The 
sound level change as a function of distance was approximated by using 
a least-squares fit to measurements of sound levels at various distances 
from a constant sound source. 

In additional control conditions, we presented the visual motion 
pattern that simulated the observer motion only (“Visual Control”) or 
the auditory cue atop the stationary object view alone (“Auditory Con-
trol”). The Visual Control task was otherwise similar to the other visual 
tasks, but during the 1000-ms motion period, the observer motion was 
simulated in either forward or backward direction (sphere expansion or 
contraction). In a two-alternative forced choice (2AFC) task, the ob-
servers reported the direction of the motion by pressing predefined keys 
on the response keypad. In the Auditory Control task, the participant 
was presented with the auditory cue using the same task timeline as in 
the Visual-Auditory Search task and the participants’ task was to press 
one button if the simulated sound source was receding and another if it 
was approaching. The auditory cue in this control task was exactly the 
same than in the main experiment. The visual display was otherwise 
similar to the main tasks, but the nine objects remained stationary and 
no target-indices appeared. 

Each participant participated in one MEG session where they were 
presented two consecutive runs of Visual Search task (160 trials in total), 
two runs of Visual-Auditory Search task (160 trials in total), evenly 
interleaving each target speed (20 trials per speed) in a random order in 
each run. These main task runs were preceded by two runs of Visual 
Control (160 trials, equiprobable forward/backward motion) and two 
runs of Auditory Control (160 trials, equiprobable forward/backward 

motion). Prior to the MEG scanning session, all participants practiced 
the psychophysical task in the laboratory (at Boston University) and 
they practiced the task until their performance was significantly above 
chance (p < 0.01). 

4.2. Data acquisition. 

MEG data were acquired inside a magnetically shielded room 
(Imedco AG, Switzerland) using a whole-head VectorView MEG system 
(Elekta-Neuromag, Finland), which has 306 sensors arranged in 102 
triplets of two orthogonal planar gradiometers and one magnetometer. 
The signals were bandpass filtered between 0.5 and 200 Hz and sampled 
at 600 Hz. The position and orientation of the head with respect to the 
MEG sensor array was recorded with help of four head position indicator 
coils. To allow co-registration of the MEG and MRI data, the locations of 
three fiduciary points (nasion and pre-auricular points) that define a 
head-based coordinate system, a set of points on the head surface, and 
the sites of the head position indicator coils were digitized using a 
Fastrak digitizer (Polhemus) integrated with the Vectorview system. 
Vertical and horizontal electro-oculogram (EOG) was also recorded to 
monitor eye-movements and blinks. The MEG data were synchronized 
with the stimulus presentation by sending a transistor transistor-logic 
(TTL) trigger pulse from the experimental computer to the MEG de-
vice. The onset of the TTL pulse was synchronized with the timing of 
visual stimulus presentation on the screen, by using our in-house Matlab 
software “BraviShell”, an extension of Psychtoolbox. 

T1 weighted structural MRI scans were acquired on a separate day 
using an 8-channel phase array head coil in a 3 T scanner (Siemens-Trio, 
Erlangen, Germany; distance factor 50%; slices per slab 128; FOV 256; 
FOV phase 100; slice thickness 1.33 mm, TR 2530 ms, TE 3.39 ms). 

4.3. Data analysis 

Responses were recorded for each trial in every participant. A trial 
was treated as having no response, and discarded, if the participant did 
not respond within the 3000 ms allocated for response. All 10 partici-
pants performed above chance level (25%) in all task conditions. 

The MEG data were preprocessed using MNE software (Gramfort 
et al., 2014). The data were downsampled to 300 samples/s at passband 
of 0.5–100 Hz. The MEG data was divided into epochs of 1.5 s, ranging 
from 500 ms before to 1000 ms after the onset of the visual or visual- 
auditory motion. Cardiac and ocular artefacts were first attenuated by 
a signal space projection (SSP). Epochs with residual artefacts (>4pT/m 
peak-to-peak gradiometer, >4pT in magnetometers) were rejected. 
Across all participants, the smallest number of acceptable trials per 
condition (target approaching vs. receding) was 77 out of the maximum 
of 80 trials. 

Cortical sources of the MEG signals were estimated by calculating 
ℓ2 minimum-norm estimates (MNE) (Hämäläinen et al., 1993; Lin et al., 
2006). To co-register each individual participant’s MEG and structural 
MRI data the fiduciary landmarks and digitized points were aligned with 
the reconstructed skin surface from the MRI by applying an iterative 
closest point algorithm. Based on structural segmentation of the indi-
vidual MRIs using FreeSurfer (http://surfer.nmr.mgh.harvard.edu/) and 
the MEG sensor locations, forward solutions were computed using a 
single-compartment boundary element model (Hämäläinen and Sarvas, 
1989). The source space consisted of current dipoles placed on the 
cortical surfaces at ~ 9,000 locations per hemisphere. The noise 
covariance matrix was estimated from the raw MEG data during a period 
of 300 ms before the motion onset. 

Single-trial noise-normalized source estimates were averaged within 
five a priori regions-of-interest (ROI) from early visual, multisensory, 
and auditory cortex areas presumed to be associated with processing of 
motion (Fig. 2). 1) Three ROIs representing visual cortex areas V1, V2, 
and hMT+ were defined based on the surface-based ex vivo atlas of 
FreeSurfer, and then coregistered from the standard brain 
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representation to each individual participant’s cortical surface repre-
sentations. 2) Processing of auditory motion towards and away the 
observer was assumed to take place in posterior non-primary auditory 
cortices (Ahveninen et al., 2014; Kopco et al., 2012, 2019), corre-
sponding to the posterior half of superior temporal gyrus label of the 
FreeSurfer Desikan atlas (Desikan et al., 2006), referred here to as pSTG. 
3) A ROI encompassing the putative multisensory area posterior supe-
rior temporal sulcus (pSTS) was defined based on the Freesurfer Desikan 
atlas. 

The present stimulus consisted of a set of objects distributed across 
both visual fields. Previous studies suggest that optic flow parsing in 
such a setting involves a global analysis of retinal motion (Warren and 
Rushton, 2008). Therefore, we used the information from both left- and 
right-hemispheric aspects of each ROI in our main MVPAs. 

4.4. Analysis of behavioral data 

The proportions of correct behavioral responses (PCorrect) during the 
MEG recordings were analyzed statistically using t-tests, corrected for 
multiple comparisons using the false discovery rate (FDR) procedure of 
(Benjamini and Hochberg, 1995). In addition to verifying that the ob-
servers performed significantly above chance level (25%) in the 4AFC 
task, we compared the PCorrect values between the Visual-Auditory 
Search and Visual Search conditions. 

4.5. Univariate analysis of MEG source estimates 

The main focus of the present study was the analysis of crossmodal 
auditory influences on visual motion processing during the observer’s 
simulated self-motion. As the auditory cue was very robust in compar-
ison to the motion of the target object, which was embedded among the 
8 distracters that simulated the retinal effects of the observers self- 
motion, our analysis concentrated on the visual cortex and any effects 
in or near the auditory cortex were analyzed for control purposes only. 

Crossmodal modulations of early visual cortex areas were analyzed 
by comparing the activations during the stimulus motion during the 
Visual-Auditory Search and Visual Search conditions. Given potential 
direction-specific influences by auditory cues on visual motion pro-
cessing (Cappe et al., 2009), the crossmodal effects of auditory cues were 
analyzed separately for approaching vs. receding target trials. Statistical 
analyses of ROI time courses of the trial-averaged source estimates, 
which were pooled across hemispheres, were conducted using the 
Fieldtrip cluster-based randomization test (cluster-forming threshold p 
< 0.05) (Maris and Oostenveld, 2007). 

4.6. Multivariate pattern analysis of optic flow parsing 

Machine learning techniques were used to determine whether 
auditory motion cues enhanced visual cortex representation of the 
moving target object embedded within the optic flow caused by the 
observer’s simulated self-motion. While constant perceptual sensitivity 
of motion perception can be achieved with samples shorter than 200 ms 
(Lee and Lu, 2010), our previous study using the present set up suggests 
that integration over longer temporal windows (from 600 to 1000 ms) is 
needed for above-chance-level optic flow parsing (Kozhemiako et al., 
2020). Therefore, to dissociate the direction of the target object from 
motion of the rest of the objects based on MEG data, we used the entire 
0–1000 ms motion period from trial-specific ROI time courses in our 
linear two-class support vector machine (SVM) classifier analyses. 

To increase the signal-to-noise ratio, in each participant, we first 
randomly sampled without replacement and sub-averaged 19 sub-
samples of 4 trials per class (amounting to 76 trials, i.e., one less than the 
smallest number of accepted trials across all participants/conditions) to 
be entered in the linear SVM algorithm with a linear kernel and a fixed 
regularization parameter c = 1. In each of our 19 cross-validation cycles, 
18 of the two-class data subsamples were used for training the SVM 

classifier to predict the condition labels of the remaining two-class data 
subsample that was the test data. The training and testing procedures 
were repeated 1000 times with random assignment of individual trials to 
the sub-averaged feature vectors, to yield the average decoding accuracy 
of target motion direction from each of the five ROIs, separately for 
Visual Search vs. Visual-Auditory Search conditions. The MVPA analyses 
of the control conditions were similar, except that in Visual Control the 
classification was done on the direction of the observer motion and in 
Auditory Control based on the direction of the auditory cue. 

We also conducted a control analysis to verify that auditory modu-
lations of visual motion processing in the area hMT+ cannot be 
explained by the MEG source estimate crosstalk from auditory areas or 
from the known multisensory integration areas in pSTS. To this end, we 
regressed out the source activations from the bilateral pSTG and pSTS 
from the left and right hMT+ time courses, in a trial-by-trial fashion, 
before conducting the MVPA analysis. To deal with potential multi-
collinearity, we regressed out the contribution of pSTG from the pSTS 
single-trial time courses before the full regression analysis. 

In each MVPA analysis, we used one-sample t-tests to determine 
whether the SVM classification accuracy was significantly higher than 
the chance level of 50%. In addition, we compared the decoding accu-
racies of Visual-Auditory Search vs. Visual Search conditions in the vi-
sual cortex ROIs using paired t-tests. To manage the multiple 
comparisons, the statistical significance was determined using the FDR 
procedure of (Benjamini and Hochberg, 1995) applied on the vector of 
p-values of all MVPA-related tests. 
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