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Abstract. The complex patterns of visual motion formed across the retina during self-motion, often referred to
as optic flow, provide a rich source of information describing our dynamic relationship within the environment.
Psychophysical studies indicate the existence of specialized detectors for component motion patterns (radial, circular,
planar) that are consistent with the visual motion properties of cells in the medial superior temporal area (MST)
of nonhuman primates. Here we use computational modeling and psychophysics to investigate the structural and
functional role of these specialized detectors in performing a graded motion pattern (GMP) discrimination task. In
the psychophysical task perceptual discrimination varied significantly with the type of motion pattern presented,
suggesting perceptual correlates to the preferred motion bias reported in MST. Simulated perceptual discrimination
in a population of independent MST-like neural responses showed inconsistent psychophysical performance that
varied as a function of the visual motion properties within the population code. Robust psychophysical performance
was achieved by fully interconnecting neural populations such that they inhibited nonpreferred units. Taken together,
these results suggest that robust processing of the complex motion patterns associated with self-motion and optic
flow may be mediated by an inhibitory structure of neural interactions in MST.

Keywords: MST, optic flow, population code, psychophysics, modeling

1. Introduction issues by defining how optic flow is processed and

where such processing may occur (Andersen et al.,

The motion of the visual scene across the retina, termed
optic flow, contains a wealth of information describing
our dynamic relationship within the environment. Per-
ceptual information regarding heading, time to contact,
object motion, and object segmentation can all be re-
covered to various degrees by analyzing the complex
motion components comprising optic flow (for a re-
view, see Andersen, 1997; Lappe et al., 1999). While
the usefulness of such information is clear, the mecha-
nisms underlying its processing and extraction are still
poorly understood. Recent psychophysical and neu-
rophysiological studies have begun to address these

2000; Bremmer et al., 2000; Duffy, 2000; Lappe, 2000;
van den Berg, 2000; for a review see Vaina, 1998).

Psychophysical studies indicate the existence of spe-
cialized detectors in the human visual system that are
selective for the radial, circular, and planar motion
components associated with optic flow (Freeman and
Harris, 1992; Regan and Beverley, 1979; Snowden and
Milne, 1996; Te Pas et al., 1996). Perceptually, these
motion-pattern mechanisms have been shown to inte-
grate local motions along complex trajectories to obtain
global motion percepts over wide visual fields (Burr
et al., 1998; Morrone et al., 1995).
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Early studies by Regan and Beverley (Regan and
Beverley, 1978, 1979, 1985) showed that adaptation to
expanding (looming) and contracting stimuli decreased
sensitivity to motion patterns in a manner that was
inconsistent with local motion mechanisms. Further-
more, they showed that adaptation to expanding stim-
uli does not affect sensitivity to contracting or rotating
stimuli, suggesting a set of global motion mechanisms,
distinct from local mechanisms encoding direction and
speed, that process visual motion patterns independent
of one another. Snowden and Milne (1996) later ex-
amined motion-pattern detection thresholds with and
without prior motion adaptation and showed that de-
tection thresholds for unadapted motion patterns were
independent of the adapted motion provided the mo-
tion patterns were dissimilar. As the similarity between
adapted and unadapted motion patterns increased, un-
adapted detection thresholds smoothly increased to lev-
els consistent with the adapted motion. These results
suggest the existence of a more extended set of motion-
pattern mechanisms that include specialized detectors
for spiral motions.

Single-cell studies in nonhuman primates have iden-
tified possible neural correlates to these perceptual
mechanisms in visual motion areas that contain neu-
rons responsive to simple motion-pattern components
of optic flow. Neurons in the dorsal division of me-
dial superior temporal cortex (MSTd) have large re-
ceptive fields and exhibit a continuum of preferred
responses to planar, radial, circular, and spiral motion
patterns (Duffy and Wurtz, 1991a, 1991b, 1995, 1997;
Geesaman and Andersen, 1996; Graziano et al., 1994,
Lagaeetal., 1994; Orban et al., 1992; Saito et al., 1986;
Tanaka et al., 1989; Tanaka and Saito, 1989).

In MSTd, the distribution of preferred motion pat-
terns spans a continuum in the stimulus space formed
by radial, circular, and spiral motions that is bi-
ased in favor of expanding motions (Geesaman and
Andersen, 1996; Graziano et al., 1994). Many cells
also respond to planar motion patterns, suggesting a
more extensive set of preferred motion classifications
within MST that includes the four planar directions of
motion (up/down, left/right) (Duffy and Wurtz, 1991a,
1991b, 1997). Within this multidimensional plano-
radial-circular space, cells respond across a wide range
of stimulus speeds and exhibit speed tuning profiles
best characterized by their filtering properties (that is,
low-pass, linear, high-pass) (Duffy and Wurtz, 1997;
Orban et al., 1995). The preferred pattern responses of
these neurons are scale and position invariant to small

and moderate variations in the stimulus size, center-
of-motion (COM) location, and visual cues conveying
the motion (Geesaman and Andersen, 1996; Graziano
et al., 1994; Tanaka and Saito, 1989). For larger varia-
tions and with tests using nonoptimal stimuli, cell re-
sponses degrade continuously (Duffy and Wurtz, 1995;
Graziano et al., 1994). This sensitivity to the global
speed and motion-pattern information contained within
optic flow has led to speculation that cells in MSTd
could be used to encode flow based heading through
the visual scene.

Recent computational models of visual motion per-
ception and navigation have begun to provide insight
into how perceptually relevant motion information can
be encoded in biologically plausible neural structures
consistent with visual motion areas such as MST. Early
feed-forward models of visual processing from the
middle temporal area (MT) to MST have examined
the emergence of motion-pattern properties based on
the computational pooling of simple direction selective
units. Zhang et al. (1993) constructed a Hebbian net-
work that developed position-invariant units exhibiting
preferred responses to a continuum of complex mo-
tion patterns. However, unlike cells in MSTd, their net-
work decomposed the velocity field, responding to the
preferred motion-pattern components regardless of the
magnitudes of additional motion-pattern components
in the stimulus.

Models using units with more extensive motion-
pattern properties have been developed to further refine
the nature of the feed-forward mechanisms that con-
tribute to the development of global motion properties
(Beardsley and Vaina, 1998; Wang, 1995, 1996). In a
supervised network we (Beardsley and Vaina, 1998)
identified a majority of hidden units whose position
invariance and preferred motion properties were
consistent with cells in MSTd, independent of the
biases associated with the specification of motion-
pattern properties in the output layer. In subsequent
simulations, we extended a series of trained net-
works to simulate psychophysical performance in a
motion-pattern discrimination task. Under simulated
psychophysical conditions, we demonstrated that the
motion-pattern information encoded within small pop-
ulations of MST-like units was sufficient to obtain per-
ceptual estimates consistent with human performance
(Beardsley and Vaina, 1998). Zemel and Sejnowski
(1998) identified similar motion-pattern properties in
an unsupervised network trained with optic-flow pat-
terns generated from motion through a simulated
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environment. For network units containing spatially
separated receptive fields, they identified position-
invariance properties similar to those in MST and in-
vestigated their ability to segment individual motion
patterns from a complex motion scene.

Still other biologically inspired models have exam-
ined the role of motion-pattern mechanisms in heading
estimation (Grossberg et al., 1999; Hatsopoulos and
Warren, 1991; Lappe et al., 1996; Perrone and Stone,
1994, 1998), with an emphasis toward understanding
the computational mechanisms sufficient to extract per-
ceptually meaningful heading information from optic
flow. Using a winner-take-all template model of self-
motion estimation, Perrone and Stone (1994, 1998) ob-
tained heading estimates under gaze-stabilization con-
ditions that were well matched to equivalent measures
of human performance. Within the template layer they
observed motion-pattern properties that were consis-
tent with to cells in MST across a wide range of con-
ditions; suggesting that MST is computationally suffi-
cient to extract accurate heading estimates. While such
models typically parallel the biological properties re-
ported in the VI-MT-MST motion processing stream,
other less biologically inspired heading networks have
also been shown to develop visual motion properties
consistent with these cortical areas (Cameron et al.,
1998).

Throughout these models, neural structures that par-
allel the function of the visual motion pathway have
been implemented to (1) examine how physiologi-
cally observed visual motion properties develop and
(2) quantify the computational mechanisms required
to extract perceptually useful information from the mo-
tion patterns within optic flow. In doing so, they have
improved our understanding of visual motion process-
ing; however, they have typically not addressed the
computational role of lateral connections within the
visual motion areas, such as MST and ventral inter-
parietal cortex (VIP), typically associated with flow-
specific heading and navigation tasks.

Single-cell studies in nonhuman visual cortex have
identified a variety of intrinsic neural structures within
early visual motion areas such as the primary visual
cortex (V1) and MT (Gilbert et al., 1996; Gilbert,
1992; Kisvarday et al., 1997; Lund et al., 1993; Malach
et al., 1997). Extensive modeling of the local lat-
eral connections inherent in these structures, both in
V1 (Ben-Yishai et al., 1995; Stemmler et al., 1995;
Worgotter et al., 1991) and MT (Koechlin et al., 1999;
Liu and Hulle, 1998), suggest the existence of complex

interconnected architectures whose most basic connec-
tion profiles can impart considerable computational
power to simulated populations of neurons. Combined
psychophysical and computational modeling studies
support these findings and further suggest that lateral
connections may play a significant role in encoding
the visual motion properties associated with various
psychophysical tasks (Adini et al., 1997; Chey et al.,
1998; Koechlin et al., 1999; Nowlan and Sejnowski,
1995; Stemmler et al., 1995).

As the importance of such local interactions has
become more clear, attention has begun to focus on
their likely structure and function in higher visual mo-
tion areas as well (Amir et al., 1993; Edelman, 1996;
Miikkulainen and Sirosh, 1996; Sakai and Miyashita,
1991; Taylor and Alavi, 1996; Wiskott and von der
Malsburg, 1996). In the model proposed here we ex-
amine the influence of simple lateral connection pro-
files in encoding motion-pattern information within a
simulated population of MST neurons.

In the cortex, the interpretation of psychophysi-
cal and physiological data within a neural framework
depends on how the information is represented (for
a review see deCharms and Zador, 2000). Although
precise temporal codes are capable of transmitting large
amounts of information between individual neurons,
there is good evidence that cortical neurons represent
information using a coarse population code of redun-
dant units (Shadlen and Newsome, 1994, 1998; Softky,
1995; Softky and Koch, 1993).

Indirect support for information transfer via pop-
ulations of noisy cortical units has come from stud-
ies demonstrating how perceptually useful information
can be extracted from the underlying neural represen-
tation (Seung and Sompolinsky, 1993; Snippe, 1996).
The use of population coding techniques to decode
perceptually relevant information has been proposed
across a wide range of processing modalities includ-
ing motor planning for reaching (Georgopoulos et al.,
1986, 1988, Lukashin and Georgopoulos, 1993, 1994;
Lukashin et al., 1996; Salinas and Abbott, 1994, 1995),
visual orientation discrimination, and visual motion-
direction discrimination (Sundareswaran and Vaina,
1995, 1996; Vaina et al., 1995; Zemel et al., 1998;
Zohary, 1992).

While there is widespread support for population
codes in biological systems, optimal methods for de-
coding the neural information remain unclear. A variety
of decoding techniques have been proposed including
Bayesian inference (Foldiak, 1993; Oram et al., 1998),
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population vector analysis (Seung and Sompolinsky,
1993), maximum likelihood (Pouget et al., 1998),
center of mass (Snippe, 1996), and probability density
estimation (Sanger, 1996; Zemel et al., 1998). How-
ever, the computational efficiency and biological plau-
sibility of these methods are often at odds with one
another, preventing general acceptance for any one
technique.

Here we investigate the computational and func-
tional role of lateral connections within a population
of MST-like units using population vector analysis to
model psychophysical performance during a graded
motion pattern (GMP) discrimination task. Specifi-
cally, we use discrimination thresholds obtained across
eight test motion patterns together with the visual mo-
tion properties reported in MST, and refined in a pre-
vious model (Beardsley and Vaina, 1998), to quantify
the neural connections sufficient to encode perceptual
motion information across a population of visually re-
sponsive neurons. Discrimination thresholds are then
examined as a function of the reported human per-
formance for neural models simulating (1) convergent
stimulus information in a population code of indepen-
dent neural responses, (2) a laterally connected pop-
ulation code incorporating excitatory and inhibitory
connections between units, (3) a population of indepen-
dent thresholded neural responses, and (4) a laterally
connected population code incorporating inhibitory
connections between units. For each of the above con-
ditions, discrimination thresholds are optimized to the
fitted psychophysical performance through the varia-
tion of structural parameters used to define the connec-
tivity between units and the influence of each unit on
the perceptual estimate. Analysis of the distribution of
optimal structural parameters is then used to quantify
the neural structures in MST that are sufficient to en-
code the visual motion information associated with the
perceptual task.

A preliminary version of this work was presented at
the Association for Research in Vision and Ophthal-
mology 1999 Annual Meeting (Beardsley et al., 1999).

2. Psychophysics
2.1. Methods

In a temporal two-alternative-forced-choice (2TAFC)
graded motion-pattern (GMP) task, we measured dis-
crimination thresholds to global changes in the pat-
terns of complex motion (Beardsley and Vaina, 2001).

Optic flow field
Counterclockwise 91
rotation
Vay
" \/@v
Contraction 4 Expansion
)
Clockwise
rotation

Figure 1. The motion pattern space. Radial, circular, and spiral
complex motion patterns are represented as vectors in a 2D stimulus
space. The vector magnitude (v,,) corresponds to the average dot
speed across the motion field, and the flow angle (¢) defines the type
of motion pattern relative to a 0 deg baseline expansion. Off-axis
regions correspond to intermediate degrees of spiral motion.

Stimuli consisted of dynamic random dot displays
presented in a 24 deg. annular region, with the cen-
tral 4 deg. removed, in which each dot moved co-
herently from frame-to-frame according to the motion
equations:

Xnp1) 0c0sd Xp cos(w sin ¢) — y,, sin(w sin @)

Yn+1 Xy, sin(w sin ¢) + y, cos(w sin ¢)

Within this representation, coherent motion patterns
could be uniquely described by their flow angle (¢)
in the two dimensional (2D) stimulus space formed by
cardinal (radial and circular) and spiral motion patterns
(Fig. 1). Throughout the task the center of the motion
pattern remained centered in the visual display.

Prior to the start of each experiment, observers
adapted for 10 sec to the background display in a dark-
ened room. During testing, observers were required to
fixate a small central square and pairs of motion pat-
terns were presented using a 2TAFC constant stimulus
paradigm (500 msec interpair and interstimulus inter-
vals) with an auditory cue preceding each stimulus. To
minimize the buildup of adaptation to specific motion
patterns (expansion, clockwise rotation, and so on),
opposing motions (such as expansion/contraction)
were interleaved across paired presentations.

Discrimination pairs of stimuli were formed by sym-
metrically perturbing the flow angle of eight test mo-
tion patterns (expansion, contraction, clockwise (CW),
and counterclockwise (CCW) rotation and the four in-
termediate spiral motions) by £¢,, in the 2D stimulus
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Figure 2. Schematic representation of the graded motion-pattern (GMP) discrimination task for radial motions. Stimuli consisted of random
dot kinematograms (RDK) presented on an AppleVision 1710 monitor in a 24 deg diameter annular region (central 4 deg removed) at a 54
cm viewing distance. All stimulus apertures were illusory as defined by an absence of dots. RDK movie sequences were generated offline and
presented with a screen resolution and refresh rate of 832 x 624 pixels and 75 Hz, respectively. Each RDK contained a uniform distribution of
190 (9.3 Cd/m?) motion dots displayed on a low luminance (5.2 Cd/m?) gray background. At the subject viewing distance each dot subtended
~10 minutes of visual angle and moved through a radial speed gradient whose maximum speed could be varied from 6 to 34.4 deg/sec between
tests in a direction consistent with the motion pattern being displayed. Eleven frame dot lifetimes were imposed to reduce local trajectory
tracking, and coherent flicker was minimized by uniformly distributing the initial dot lifetimes among the first 11 frames. The experimental
task controlled for timing-based discrimination cues by including stimulus duration uncertainties that were proportional to and centered around
the nominal stimulus duration (440 £ 40 msec). A: Discrimination pairs of stimuli were created by perturbing the flow angle (¢) of each test
motion by & ¢, in the stimulus space. For the radial test motions shown here, the perturbations are equivalent to the combination of a circular
motion component (magnitude = v,sin(¢,)) from the nearest circular motion axis with the test motion (magnitude = v4,cos(¢,)). B: A scaled

time-lapsed version of a radial stimulus pair.

space. In each paired presentation observers were re-
quired to select the stimulus, via key press, containing a
negative perturbation relative to the test motion (Fig. 2).

For each observer, the task of discriminating nega-
tive/positive perturbations across test motion patterns
was facilitated through the presentation of radial, cir-
cular, and spiral test motion patterns in separately in-
terleaved blocks of trials. Within each block of trials
observers were required to discriminate motion-pattern
perturbations using the following conceptual simplifi-
cations to the negative perturbation judgment; for ra-
dial test motions select the stimulus containing a CCW
motion component; for circular test motions select the
stimulus containing and expanding motion component;
for CCW/expanding and CW/contracting spiral test
motions select the stimulus containing the larger ra-
dial (expansion or contraction) motion component; for
CW/expanding and CCW/contracting spiral test mo-
tions select the stimulus containing a larger circular
(CW or CCW) motion component.

For each observer, discrimination thresholds were
obtained at two average dot speeds (8.4 and 30 deg/sec)
for each of the eight test motions. Discrimination
thresholds were estimated for each constant stimulus

session using a weighted two-parameter Weibull fit to
a minimum of four perturbation levels. A x? goodness-
of-fit measure was used to exclude data sets with poor
curve fits from further analysis.

2.2.  Results

Discrimination thresholds across the eight test motion
patterns (expansion, contraction CW/CCW rotation,
and the four intermediate spiral motions) are reported
here on a subset of the observer population (Beardsley
and Vaina, 2001) consisting of two experienced psy-
chophysical observers, one of whom was naive to the
purpose of the psychophysical task. For each test condi-
tion threshold performance is reported as the mean and
standard error averaged across eight to twelve threshold
estimates whose x 2 measures fell below the rejection
level (x2 < X12e; p <0.1).

Across observers and mean dot speeds perceptual
performance followed a distinct trend in the stim-
ulus space with discrimination thresholds for radial
motion patterns (expansion/contraction) significantly
lower than thresholds for circular motion patterns
(CW/CCW rotation) (p < 0.001; ¢#(3.39)d.f. = 37)
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Figure 3.  GMP discrimination thresholds. Thresholds and standard errors across eight test motions (radial, circular, and the four intermediate
spiral motions) at two mean dot speeds (8.4 and 30 deg/s) for two observers (SB and SC). Performance varied continuously as a function of the test
motion pattern for both dot speeds with radial motion thresholds (¢ = 0, 180) significantly lower than circular motion thresholds (¢ = 90, 270)
(p < 0.001; #(3.3908) d.f. = 37). Thresholds for the intermediate spiral motions were not significantly different from circular motion patterns
(p = 0.223,1(0.7458) d.f. = 60); however, the trends across test motions were well fit (SB: r > 0.82, SC: r > 0.77) by sinusoids whose period
and phase were approximately 196 &= 10 deg and —72 + 20 deg, respectively.

(Fig. 3). Within these subpairs, thresholds for radial and
circular motion patterns were well matched (¢, ~ 0.25
to 0.5 deg and ¢, ~ 1 to 1.5 deg, respectively) across
observers. Figure 3 also shows that while the individ-
ual thresholds for the intermediate spiral motions were
not significantly different from circular motion patterns
(p = 0.223,¢(0.7458) d.f. = 60), the trends across test
motions were well fit (SB: r > 0.82, SC: r > 0.77 by
sinusoids whose period and phase were approximately
198 £ 20 deg and —75 + 41 deg respectively.

Comparable trends in performance were also ob-
tained for stimuli containing 50% flicker noise (data
not shown). In this condition, dot motions were ran-
domly assigned as signal or noise from frame-to-frame
such that the proportion of signal dots in each frame
was 50%. Across the population of dots, this resulted in
a decreasing probability of uninterrupted local motion
that was structurally similar to the two-frame dot mo-
tion stimuli used previously to quantify the existence
of specialized motion-pattern mechanisms (Burr et al.,
1998; Morrone et al., 1995).

The consistency of the sinusoidal trend across ob-
servers suggests a continuum of perceptual perfor-
mance in which GMP discrimination is poorest for
circular motions and best for radial motions. The con-
tinued presence of statistically significant differences
across motion patterns, both in the presence of the 360°
range of local motion trajectories in each stimulus and
the subsequent reduction of local motion signal for the
50% flicker noise condition, argue against a primary
role for local motion mechanisms in the perceptual

task. These results, together with similar perceptual
studies reporting the existence of a more global set of
motion pattern mechanisms (Burr et al., 1998; Morrone
et al., 1995; Regan and Beverley, 1979; Snowden and
Milne, 1996), suggest that the threshold differences
may be associated with variations in the motion prop-
erties across a series of global mechanisms tuned to
different motion-pattern components.

3. Computational Modeling
3.1. Methods

3.1.1. Discriminating Motion Patterns via a Pop-
ulation Code of Neural Responses. The similari-
ties between the visual motion patterns used to quan-
tify human perception and the tuning properties of
cells in MST and VIP suggest that these cortical re-
gions may mediate the perceptual task. If, for exam-
ple, motion-pattern perception were based on a simple
population code of complex motion detectors drawn
from the anisotropic cell distribution reported in MST
(Geesaman and Andersen, 1996; Graziano et al., 1994),
one might expect that motion-pattern discriminability
should follow a distribution symmetric about the ra-
dial motion axis (in the 2D motion pattern space) with
expansion thresholds lowest and contraction thresh-
olds among the highest. Within this framework, varia-
tions in human performance mediated by a simple pop-
ulation code of independent neural responses would
require the presence of neural interactions within the
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Figure 4. Motion pattern properties of the MST-like units used to model the psychophysical task. A: Motion-pattern tuning followed a gaussian
profile (o =61 %30 deg) in the stimulus space centered on each unit’s preferred motion. B: The preferred motion for each unit was selected
randomly from a continuous estimate consistent with one of two preferred motion-pattern distributions reported in MST. The first, referred to
here as unimodal, simulated the distribution of preferred motions biased toward expansions reported by Graziano et al. (1994). The second
distribution, referred to here as bimodal, was similar in structure but contained a higher percentage of cells tuned to contracting motion patterns

(Geesaman and Andersen, 1996).

population that serve to modify and refine the neural
representation.

To examine this hypothesis, we constructed a popu-
lation of MST-like units whose neural response prop-
erties were consistent with the reported physiology
(Dufty and Wurtz, 1991a, 1991b; Geesaman and
Andersen, 1996; Graziano et al., 1994; Orban et al.,
1995) for cardinal and spiral preferred motion patterns
(Fig. 4). For each neural unit, motion-pattern tuning fol-
lowed a gaussian profile in the 2D stimulus space whose
mean corresponded to the unit’s preferred motion pat-
tern. The standard deviation of each tuning profile was
randomly selected from a uniform distribution (61 =+
30deg), (Fig. 4A), consistent with the reported physiol-
ogy for cardinal (62 £ 25 deg) and spiral (60 % 34 deg)
preferred motion cells (Graziano et al., 1994).

Within the model, simulations were categorized into
one of three classes according to the underlying distri-
bution of preferred motion patterns represented across
the population (two reported in MST, Fig. 4B, and a
uniform control). The first distribution simulated an
anisotropy in which the density of preferred motion pat-
terns decreased from expansions to contractions sym-
metrically across the motion-pattern space (Graziano
et al., 1994). The second distribution was similar in
structure but contained a higher percentage of cells
tuned to contracting motion patterns (Geesaman and
Andersen, 1996). The third distribution simulated a
uniform preference for all motion patterns and was used
as a control to examine the effects of an anisotropic
distribution on perceptual performance. Throughout
the article we refer to these preferred motion-pattern
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distributions as unimodal, bimodal, and uniform, res-
pectively.

For each physiological distribution of preferred mo-
tion patterns (unimodal and bimodal), probability den-
sity estimates P (¢) were obtained from the literature as
a function of the flow angle (¢) using a three-parameter
offset gaussian curve-fit of the form

P@®) = Au+ (1= A x e 7,

where A, is the amplitude of the offsetting uniform
distribution, and u, and o, are the mean and stan-
dard deviation of the gaussian distribution, respec-
tively. Least-square fits to the preferred motion distri-
butions were obtained from normalized physiological
population histograms that parsed the stimulus space
into eight categories (radial, circular, and the four inter-
mediate spiral motion patterns) (Zemel and Sejnowski,
1998). The resultant parameter estimates for A,, oy,
and o, ({0.15,356.61 deg, 26.03 deg} and {0.34,348.97
deg, 42.73 deg} for unimodal and bimodal distributions,
respectively) were used to define the probability den-
sity of preferred motion patterns for each simulated
population and randomly select the preferred motions
of the (N) units in each population.

The visual motion response of each neural unit was
represented as a steady-state estimate of firing rate
combining motion-pattern responses with background
noise averaged over some arbitrary time. Using the re-
ported range of firing rates in MST (Duffy and Wurtz,
1991a, 1991b, 1995, 1997; Graziano et al., 1994; Orban
etal., 1992), we estimated the average background and
preferred motion firing rates to be 12 and 40 spikes/sec
from samples of 23 and 51 cells, respectively. We as-
sumed that the average preferred motion firing rates
reported in the literature also incorporated background
noise and estimated the mean preferred motion re-
sponse to be 28 spikes/sec.

In MST, neural receptive fields typically span large
regions of the visual field (~61 deg) (Duffy and Wurtz,
1991a, 1991b). For neurons preferring similar motion
patterns, the resultant overlap in feed-forward visual
input can introduce correlation into the neural output
that varies with the relative spatial positions of the neu-
ral receptive fields. The structure associated with such
correlations implies a redundant representation of neu-
ral information that can be used to aid information ex-
traction across a population of noisy units. To simu-
late this effect in the model we assumed that units had
comparable receptive fields such that neural responses

for similar preferred motions were moderately corre-
lated (» = [0.4, 0.8]). Since the model did not explic-
itly contain a feed-forward layer of spatially localized
inputs, we correlated neural responses by imposing a
fixed maximum preferred response (R,,,,) across the
population that varied as a Poisson process (A = 28)
for each stimulus presentation (Fig. 4A). The baseline
neural output of each unit (;) was simulated as an
uncorrelated Poisson process (A = 12).

3.1.2. Model Structure. The psychophysical task was
simulated across each neural population using a pop-
ulation vector to represent motion-pattern estimates in
the 2D stimulus space (Fig. 1). A structural diagram
of the model is shown in Fig. 5. Neural responses to
the vector representations for each stimulus pair were
calculated as an average firing rate (R,,) for the (ith)
unit,

_ —b:)2
Ry = Runax X Ov=00 2

where Ry, is the maximum preferred stimulus re-
sponse (spikes/s), ¢ is the motion pattern flow angle,
and ¢; and o; correspond to the preferred motion pattern
and tuning standard deviation of the ith unit, respec-
tively. The net response (R;) of each unit was formed
by combining R,,, with the baseline neural output (N;).

For each stimulus, units voted for their preferred mo-
tion patterns with a weight equal to their net firing rate.
The weighted response of each unit was represented as
a vector in the unit’s preferred motion direction, whose
amplitude was a function of the unit’s net response (R;).
Motion-pattern estimates were then decoded from the
population as the population vector formed from the
vector sum of responses across units.

Based on the population vector estimates obtained
for each set of paired stimuli, the perceptual perfor-
mance of the model was quantified using the nega-
tive perturbation (—¢,) discrimination of flow angle
outlined in the psychophysical task. Discrimination
thresholds were obtained from the population using a
least-square fit to percent correct performance within
a constant stimulus paradigm of motion pattern pertur-
bation that matched the behavioral task.

In the first series of models, we quantified GMP dis-
crimination across populations of independent neural
units. For each class of models (unimodal, bimodal, and
uniform), threshold performance was examined across
five population sizes (100, 200, 500, 1,000, and 2,000
units). The range of discrimination thresholds and their
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Figure 5. Schematic representation of the model structure. The psychophysical task was simulated using a population-vector representation
of the motion patterns in the 2D stimulus space formed by coherent radial, circular, and spiral motions. For each stimulus, units voted (2) for
their preferred motion with a weight equal to their net firing rate (1). In the stimulus space, the weighted response of each unit was represented
as a vector in the unit’s preferred motion direction. Stimuli were decoded from the neural representation as the population vector formed by
the vector addition of the weighted responses across units (3). Using the psychophysical test protocol, was quantified “perceptual” performance
based on the negative perturbation (—¢)) discrimination of flow angle (4). Discrimination thresholds were obtained from the population using
a least-square fit to percent correct performance within a constant stimulus paradigm of stimulus perturbation.

trends across test motions were compared across pop-
ulation sizes and model classes to assess which neural
properties yielded motion-pattern discriminability that
was quantitatively similar to human performance.

It is important to note that within this implementa-
tion the population vector does not provide an unbi-
ased estimator of the motion-pattern flow angle (¢).
The anisotropic distribution of preferred motion pat-
terns introduces a bias into the vector representation

that is skewed toward expanding motion patterns. As
a result, increasing populations do not yield vector
representations that converge to the proper 2D motion
pattern. This makes accurate interpretation of the indi-
vidually decoded stimuli problematic without a priori—
knowledge of the nonlinear transformation associated
with the bias in the vector representation.

To compensate for this, the model’s performance was
based on the relative spatial locations between the pairs
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of motion patterns presented in the 2TAFC task and not
the proper 2D spatial location of each decoded motion
pattern. In this way, the population vector could assume
any smooth nonlinear mapping without imposing a pri-
ori assumptions regarding the underlying transforma-
tion and thus was not constrained to linearly map the
stimulus space onto the internal neural representation.

3.1.3. Lateral Connections Between Units. In a sec-
ond series of models, we examined the computational
effect of adding lateral connections between neural
units. If the distribution of preferred motion patterns in
MST is in fact anisotropic, as the physiology suggests,
it seems unlikely that independent estimates of the vi-
sual pattern information would be sufficient to yield the
perceptual profiles obtained in the psychophysical task.
We hypothesize that a simple fixed architecture of ex-
citatory and/or inhibitory lateral connections between
neural units is sufficient to yield the observed percep-
tual trends in the presence of an anisotropic preferred
motion distribution biased toward expanding motion
patterns.

In the models proposed here, neural units were fully
interconnected with fixed excitatory and/or inhibitory
connections. Within this architecture, each neural re-
sponse consisted of the summed output from three non-
linear transfer functions corresponding to (1) the inci-
dent visual motion pattern, (2) internal neural noise (not
associated with the motion pattern), and (3) a modulat-
ing lateral input (Fig. 6).

In each simulated population, the strength of the in-
dividual connections varied as a function of the similar-
ity in preferred motion patterns between neural units.
Using the flow-angle representation for preferred mo-
tion patterns, excitatory connections from the ith unit
(with preferred motion ¢;) were made to units with
similar preferred motions (Fig. 7a). The strength of ex-
citation followed a gaussian profile centered around ¢;
with a fixed standard deviation (og) across the popu-
lation. Similarly, units with antipreferred motions re-
ceived inhibitory connections whose strength followed
a gaussian profile centered around 180+ ¢;. To ex-
amine the effects of inhibitory spread and connection
strength in the model, the standard deviation of gaus-
sian inhibition (o;) and level of excitatory/inhibitory
activity (S) were considered free parameters.

For each unit, the level of excitatory and inhibitory
activity followed a nonlinear postthreshold increase
proportional to the firing rate. When a unit’s response
exceeded a fixed threshold (7; = 28), its contributed

Unit (7)

Internal noise

Visual motion

Lateral input

Figure 6. Input-output diagram for unit (i). The response of each
neural unit was formed from the summed combination of visual
motion input and internal noise represented as average firing rates
(spikes/s). Visual motion responses were generated as a function of
the euclidian distance between each unit’s preferred motion vector
and the 2D vector representation of the motion pattern. Internal noise
was simulated as an uncorrelated Poission process (A = 12). When
lateral interactions were simulated within the population, each unit
received a third input formed by the nonlinear postthreshold summa-
tion of the weighted input from all incident lateral connections.

lateral activity to the population was calculated by scal-
ing its response with the activity parameter (S4) and the
weighted connection to each unit. The resulting level
of excitatory/inhibitory activity (L;) contributing to the
ith unit’s response was calculated using a nonlinear sig-
moid function of the form

2

L,': m—l X20,
e

R,j:O, R; <28

= R;, otherwise,

where R; is the response of the jth postthreshold unit,
wy; is the normalized lateral weight between the ith
and jth units, and S, is the strength of lateral activ-
ity (Fig. 7B). Across the population, L; spanned a
+20 spike/sec range over an integrated input
(Sa >_; wiiRy;) of £120 spikes/sec and was used to
modulate each unit’s motion pattern response over the
range of observed physiological firing rates (0 to 70
spikes/s). Negative spike rates associated with large
inhibitory inputs were rectified to a zero bound prior to
calculating the population vector used in the discrimi-
nation task.

In each model class (unimodal, bimodal, and uni-
form) the simulated perceptual performance across the
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Figure7. Lateral connection profiles between units. A: A Cartesian representation of the normalized connection weights projected from unit (i),
with preferred motion (¢,), in the laterally connected model. Using the stimulus vector representation for preferred motion patterns, excitatory
connections from the nth unit (with preferred motion ¢, ) were made to units with similar preferred motions. The strength of excitation was
normally distributed around ¢,, with a standard deviation (o) that could be varied across simulations. Units with antipreferred motions received
inhibitory connections whose strengths were normally distributed around the anti-preferred motion (180 + ¢,) with standard deviation o;.
Throughout the simulations o; and the level of excitatory/inhibitory activity (S4) were considered free parameters. B: The level of excitatory
and inhibitory lateral modulation of each unit was calculated using a nonlinear postthreshold function proportional to the firing rate. When a
unit’s response exceeded a fixed threshold (=28), its lateral interaction within the population was calculated by scaling its average firing rate
with the weighted connections (Saw;;) to other units. The total lateral input to each unit was passed through a saturating nonlinearity (range of
=+20 spikes/sec) and was used to modulate the original stimulus response over the range of observed physiological firing rates (0 to 70 spikes/s).
Negative spike rates associated with large inhibitory inputs were rectified to zero.

population was examined over a range of o; and Sy
([5 to 150 deg] and [0.1 to 10], respectively). For
each parameter combination, discrimination thresholds
were correlated with the equivalent psychophysical
thresholds to estimate the range of o; and S4 over which
the population code was consistent with human perfor-
mance. Model performance was also quantified as a
coarse function of the spread of excitatory connections
by examining the resulting (o7, S4) correlation maps
across four levels of o (20, 30, 45, and 60 deg).

3.1.4. Neural Response Thresholds. 1In a third series
of models we examined the effect of imposing a thres-
hold on the unit responses contributing to the popu-
lation vector. Here, neural responses were multiplied
with a Heaviside function H (Ty) that rectified sub-
threshold (Tr) responses to zero prior to weighting the
unit’s preferred motion vector:

H(Tg) = 0,

The simulated perceptual performance of each mo-
del class was examined over a range of rectifying
thresholds (T = [1, 61] spikes/sec). Similar to the
previous implementations, the model’s performance
was correlated with the psychophysical thresholds to
estimate the range of Tk over which the population

code was consistent with human performance. Thres-
hold performance was then examined as a function of
population size for each of the three model classes
(unimodal, bimodal, and uniform) using an optimal
Tk selected from the composite regions of highest
correlation.

3.2.  Results

3.2.1. Discriminating Motion Patterns in a Popula-
tion Code of Independent Neural Responses. For
each class of models (unimodal, bimodal, and uni-
form), discrimination thresholds were averaged across
a minimum of five independently generated popula-
tions in an effort to reduce the effects of discrete sta-
tistical variations in the distributions of simulated pre-
ferred motion pattern. Discrimination thresholds for
these independent-response populations showed exten-
sive variability as a function of their population size
and distribution of preferred motion patterns (Fig. 8).
While the models’ performance was generally com-
parable to the psychophysical thresholds for expan-
sions and expanding spiral motion patterns, thresholds
for contracting motions consistently and significantly
exceeded human performance even for the largest
populations.

Discrimination thresholds for unimodal populations
were inconsistent with psychophysical results across
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Figure 8. Psychophysical performance of the independent-response models averaged across five simulated populations. GMP discrimination
thresholds (%1 standard error) showed extensive variability as a function of the population size and the distribution of preferred motion
patterns. A: Across all population sizes, unimodal thresholds were highest for contracting motions and lowest for expanding motions. Over the
psychophysical range of interest (¢ + 7 deg), discrimination thresholds for contracting motions were at chance while thresholds for circular
motion patterns remained significantly higher than those reported in the psychophysical task. B: Bimodal discrimination thresholds were more
consistent with human performance particularly for moderately large populations (> 1,000 units). With increasing population size discriminability
for contraction motion patterns (¢ = 180 deg) steadily decreased to levels observed for expansions (¢ =0 deg). However, even for the largest
populations discriminability for contracting spiral motions remained poor. C: Across uniform models, designed to control for the effects of
the underlying preferred motion-pattern distribution, the range of discrimination thresholds was generally consistent with human performance.
However, with the exception of the 100-unit population average the flat trend in thresholds across motion patterns did not approximate the
sinusoidal trend observed psychophysically.

both stimuli and population sizes. Over the psy-
chophysical range of interest (¢ & 7 deg), discrimina-
tion thresholds for contracting motions were at chance
across all populations (100 to 2,000 units) while thresh-
olds for circular motion patterns remained significantly
higher than those reported in the psychophysical task
(Fig. 8a). Across the eight psychophysical test mo-
tions, discrimination thresholds showed no significant
improvement with increasing population size.
Discrimination thresholds for bimodal popula-
tions were more consistent with human performance,

particularly as population size increased. Contraction
(¢ = 180 deg) thresholds for larger populations steadily
decreased to those obtained for expansions (¢ = 0 deg)
(Fig. 8b); however, even for the largest populations dis-
criminability for contracting spiral motions remained
poor.

Unlike the unimodal populations, the performance
of bimodal populations also improved asymptotically
with population size across test motions. This was par-
ticularly true for contractions (¢ =180 deg), which
decreased six-fold for a 20-fold increase in popula-
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tion size. While this decrease in perceptual thresh-
olds did make the overall range of performance
more comparable with human discriminability, the
independent-response bimodal populations remained
unable to accurately reproduce human performance in
the asymptotic limit observed through 2,000 units.

In simulations containing a uniform distribution of
preferred motion patterns, designed to control for the
effects of an anisotropic distribution, the range of dis-
crimination thresholds was consistent with human per-
formance. However, with the exception of the aver-
aged 100-unit performance, the trend in thresholds
across motion patterns was flat. Closer inspection of
the 100-unit threshold variations shown in Fig. 8C to-
gether with the corresponding preferred motion-pattern
distributions suggested the observed variability arose
in large part due to the discrete sampling of the uni-
form preferred motion probability density function. In
subsequent simulations (not shown here), more exten-
sive threshold averaging across 10 simulations reduced
the observed variability, resulting in threshold profiles
that were well fit by a line whose slope was near
Zero.

Further inspection of the pooled neural informa-
tion across model classes suggests that the variabil-
ity in threshold performance observed across test mo-
tions resulted primarily from the combined effect of
the background noise and the population biases for
expanding motion patterns. For nonexpanding motion
pattern subpopulations, such as those preferring con-
tractions, the proportion of units responsive to a non-
expanding stimulus was typically a small percentage
of the total population. In these cases, the population
vector contained a significant degree of noise associ-
ated with the nonpreferred background response vec-
tor summed across large populations of expansion pre-
ferred units—that is, signal-to-noise ratio (SNR) < 1.
As population size increased, the nonuniform effect of
the preferred motion anisotropy on the population SNR
(across test motions) caused discrimination thresholds
to closely track the degree of preferred motion bias
within each model class. When the population SNR
was less than one, increases in population size fur-
ther increased the net vector contribution of noise,
decreasing the SNR, and severely impairing discrimi-
nation (such as unimodal populations). Similarly, when
the SNR was greater than one, increases in popula-
tion size asymptotically increased the SNR and de-
creased perceptual thresholds (for example, bimodal
populations).

3.2.2. Effects of Excitatory and Inhibitory Lateral
Connections Between Units. Within the structural
parameter space used to define lateral activity between
units—that is, strength (S4) and spread (o7, og)—both
the overall level of GMP threshold performance and the
trend across test motions varied widely for the ranges of
parameters examined. Monte Carlo simulations across
the three-dimensional parameter space yielded regions
of high correlation (with respect to the psychophysical
thresholds) that were consistent across independently
simulated populations for unimodal and bimodal model
classes. Typically, these regions were well defined over
a wide but limited range of o; and S,4. Figure 9 il-
lustrates this result for averages of five unimodal and
eight bimodal populations containing 200 units each
(o = 30 deg). In both cases the regions of best cor-
relation (80% of maximum) were generally robust, ex-
tending over a broad range of o; [60, 120 deg] and S,
[0.15, 0.5].

While the maximum level of correlation within these
regions typically accounted for only a fraction of
the psychophysically observed variance across motion
patterns (25 to 50%), comparable simulations with
populations of 100 units indicated an increasing trend
in correlation as a function of population size. Uni-
modal and bimodal populations of 100 units showed
similar regions of correlation—o; (70, 120 deg) and
S4 [0.2, 5]—that were well matched to those observed
across 200 unit populations. Although the ranges of
values reported here for S4 decrease with increasing
population size, it is important to note that the overall
level of lateral activity implied by these ranges is simi-
lar for the two population sizes. Additional simulations
that varied the spread of excitation (o) showed com-
parable regions of correlation that were robust across
the range of o examined [20, 60 deg].

Unlike the physiological distributions of preferred
motion patterns, Monte Carlo simulations of uniform
population distributions did not yield consistent re-
gions of psychophysical correlation. For 100-unit pop-
ulations the averaged correlation plot was flat (r = 0
=+ 0.2). Simulations using 200 units showed more vari-
ation across the parameter space and exhibited a small
region of significant correlation (r ~ 0.5) over the
range o; = [100, 120 deg] and S, = [0.1, 0.3] but
remained uncorrelated with human performance.

Although these results suggested that larger popula-
tions would yield regions of increasingly higher corre-
lation, the computational cost imposed by these larger
simulations precluded an exhaustive search of the
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Figure 9. Discrimination thresholds of the laterally connected
model correlated with the psychophysical performance as a function
of the strength of excitatory/inhibitory activity (S, ) and the spread of
inhibitory connections (o). The averaged performance of each sim-
ulation was correlated with psychophysical GMP thresholds across a
minimum of five 200-unit populations using a fixed spread of excita-
tory connections (o = 30 deg). For unimodal/bimodal populations
the regions of interest (ROI) denoted by the black contours (>80% of
maximum correlation) were generally robust extending over a broad
range of o7 [60, 120 deg] and S4 [0.15, 0.5]. While the maximal
level of correlation within these regions typically accounted for only
a fraction of the psychophysically observed variance (25 to 50%),
comparable simulations with populations of 100 units indicated an
increasing trend in the level of correlation as a function of popultation
size. To extend simulations to larger populations, optimal values for
o and S4 were estimated based on the ROI centroid. Across models,
centroid estimates for o; were generally independent of 0. Using
a fixed o (=30 deg), 200-unit centroid estimates of [o; = 88 deg,
Sa = 0.37] and [o; = 91 deg, S4 = 0.36] were obtained for the
unimodal and bimodal models, respectively.

parameter space for populations of more than 200 units.
To offset this limitation, we confined the simulations
of larger populations to a set of optimal structural pa-
rameters estimated from the highly correlated regions
of interest (ROI) corresponding to 80% of maximum
correlation.

Within this region, optimal values for o; and Sy
were estimated from the ROI centroid! which was
generally independent of og across models. Using a
fixed og (=30 deg), 100-unit centroids of [o; = 106
deg, S4 =1.77] and [o; =76 deg, S4 = 1.93] and 200-
unit centroids of [o; = 88 deg, S4 =0.37] and [0 =91
deg, S4 =0.36] were obtained for unimodal and bi-
modal models, respectively. For smaller values of og
(<30 deg), o; centroid estimates decreased across
models by approximately 8 deg.

Based on the centroids estimated from the 100-unit
correlation maps we selected optimal values of o; and
S4 for use in simulations of larger populations. Given
the lack of significant correlation across uniform popu-
lations and the similarities in centroids for the unimodal
and bimodal populations, we set the optimal 100-unit
oy and S, to 80 deg and 1.5, respectively. For larger
populations the connection strength (S4) was scaled in-
versely with the population size to maintain an equiva-
lent level of lateral activity and facilitate a comparative
analysis across populations.

Figure 10 shows the averaged threshold performance
across model classes for three population sizes (100,
500, and 2,000 units). The incorporation of lateral
connections between units significantly decreased the
range of discrimination thresholds to psychophysically
observed levels. More important, as population size in-
creased the sinusoidal trend in threshold performance
observed across test motions began to emerge for both
the unimodal and bimodal models. The threshold trends
across test motions were well established for as few as
500 units and were well fit (r > 0.9) by sinusoids whose
periods and phases were (173.7 &+ 6.9 deg, —67.21 +
16.78 deg) and (208.3 £+ 10.2 deg, —60.68 + 15.74
deg) for the unimodal and bimodal populations, respec-
tively. These results are in good agreement with the fit-
ted psychophysical trend shown here for SB (196.6 £
12.8 deg, —75.27 + 23.42 deg).

Unlike the unimodal/bimodal model classes, Uni-
form population distributions were not significantly
affected by the presence of lateral connections. The
range of thresholds were typically well matched to the
independent-response uniform simulations and asymp-
totically decreased well below perceptual thresholds
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Figure 10. Psychophysical performance of the laterally connected model with excitatory and inhibitory lateral connections between units.
Performance was averaged across five simulated populations with o; = 80 deg, o = 30 deg, where the strength of lateral activity (S4) was
scaled to maintain a consistent level of lateral input with increasing population size. As the population size increased, discrimination thresholds
decreased to psychophysical levels and the sinusoidal trend observed across motion patterns began to emerge for both the (A) unimodal and
(B) bimodal model classes. Sinusoidal trends were established for as few as 500 units and were well fit (r > 0.9) by sinusoids whose periods
and phases were (173.7 & 6.9 deg, —67.21 &+ 16.78 deg) and (208.3 & 10.2 deg, —60.68 + 15.74 deg) for the unimodal and bimodal models,
respectively. These results are in good agreement with the fitted psychophysical trend (196.6 + 12.8 deg, —75.27 £ 23.42 deg). C: Unlike
the unimodal/bimodal populations, the uniform model was not significantly affected by the presence of lateral connections. Here the averaged
100-unit thresholds contain variations across motion patterns similar to the observed psychophysical trend. However, thresholds for larger
populations became increasingly more uniform, suggesting the presence of discrete statistical fluctuations that were not completely cancelled

in the average across independent populations.

for moderately large populations (~2,000 units). While
the averaged 100-unit thresholds did contain variations
across test motions that were similar to the psychophys-
ical trend, thresholds for larger populations became in-
creasingly more uniform, suggesting the presence of
discrete statistical fluctuations that were not cancelled
out in the average across multiple simulations.

Closer inspection of the uniform model 200-unit per-
formance within the structural parameter ROI showed
similar trends in performance. For optimal ROI val-
ues of o7 (=110 deg) and S4 (=0.2), discrimination

thresholds across motion patterns were approximately
constant at 1 deg. In this case the model performance
captured the variance associated with the perceptual
thresholds for expanding spiral and circular motion pat-
terns without accurately approximating the sinusoidal
trend. Simulations of larger uniform populations, with
o7 =110 deg and S, scaled to maintain a consistent
level of lateral activity, continued to deviate from the
psychophysical trend and were well matched to the flat
threshold distributions shown in Fig. 10C for 500 and
2,000 units.
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Figure 11. Discrimination thresholds of the bimodal model as a
function of population size for cardinal test motions (radial and cir-
cular). The decrease in thresholds followed an inverse power law
whose exponent varied as a function of the test motion pattern over
a broad range [0.05, 0.5]. Across all test motions the threshold slope
decreased quickly with population size such that for 2,000 units the
change in threshold was 0.008 deg for each 100 unit increase in the
population. Comparable performance was obtained across all test
motions and model classes (unimodal, bimodal, and uniform).

Throughout the unimodal and bimodal simula-
tions presented here, threshold performance decreased
asymptotically with increasing population size for all
test motion patterns. An example of the averaged car-
dinal motion (radial and circular) thresholds for the
bimodal model is shown in Fig. 11. The decrease in
thresholds followed an inverse power law whose ex-
ponent varied as a function of the test motion pattern
across an order of magnitude [0.05, 0.5]. For all test mo-
tion patterns the threshold slope decreased quickly with
population size such that for 2,000 units the change in
threshold performance was 0.008 deg for each 100 unit
increase in the population. Together with the computa-
tional robustness to large variations in the underlying
neural properties (that is, populations size and the dis-
tribution of preferred motions) obtained here these re-
sults make this form of highly interconnected architec-
ture appealing as a method for encoding visual motion
information consistently across a neural population.

3.2.3. Effects of Thresholding Neural Responses.
While the addition of lateral interactions between
units does provide discrimination thresholds that are in
good agreement with human performance, it does not
preclude other methods of noise reduction within the
neural structures used to extract perceptually rele-
vant measures of discrimination. When threshold pop-
ulation vector estimates were based on a subset of

thresholded (T) neural responses obtained from an
independent-response neural architecture, the result-
ing discrimination profiles obtained across motion pat-
terns and population sizes were found to be similar to
laterally connected models containing extensive exci-
tatory/inhibitory lateral connections between units.

Simulations of GMP discrimination across a range
of rectifying threshold values (T = [0, 60] spikes/s)
contained regions that were significantly correlated
with human performance in each of the three model
classes. In 100-unit threshold populations, discrimina-
tion thresholds were correlated for Tk values ranging
from 30 to 50 spikes/s. Similar regions of correlation
were obtained for 200-unit populations (Fig. 12) over
a slightly larger range (20 to 50 spikes/s). ROI esti-
mates of the Tk centroid across each of these condi-
tions yielded a composite estimate of 35 spikes/s that
was subsequently used to examine performance as a
function of population size.

Figure 13 illustrates the averaged thresholds for the
unimodal, bimodal, and uniform model classes across
three population sizes (100, 500, and 2,000 units)
when T = 35 spikes/s. With this level of Tx imposed
prior to calculating the population vector, the range
of discrimination thresholds decreased significantly to
psychophysically observed levels for moderate pop-
ulation sizes. Similar to the laterally connected uni-
modal/bimodal models, increases in population size in-
creased the sinusoidal trend in threshold performance
obtained across test motions. Here the perceptual trends
across test motions were established for 1,000 units and
were well fit (r > 0.85) by sinusoids whose periods and
phases were (218.5 £ 15.7 deg, —37.98 &£ 21.35 deg)
and (216.9 £ 21.9 deg, —42.17 £ 30.34 deg) for the
unimodal and bimodal models, respectively.

In contrast, simulations of threshold uniform popu-
lations indicated a decrease in discriminability as com-
pared to the independent response simulations shown
in Fig. 8C. For 100-unit populations, the range of dis-
crimination thresholds (2 to 4 deg) was significantly
higher than that obtained previously without the use
of a T (1 to 2 deg) (Fig. 13C). While the level of
discriminability remained significantly higher across
population sizes for threshold populations, the overall
trend was well matched to the independent response
uniform model. Like the independent response simu-
lations, performance quickly became flat across test
motions and asymptotically decreased well below the
level of perceptual thresholds for large populations
(>2,000 units).
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Figure 12. Threshold model performance as a function of an intrinsic rectifying threshold (7x) applied prior to estimating the population
vector. Discrimination thresholds were correlated with human psychophysical performance across the eight test motions. Simulations of GMP
discrimination across a range of threshold values (Tx = [0, 60] spikes/s) contained regions that were significantly correlated with human
performance for all three model classes. GMP discrimination for 200-unit populations was significantly correlated for T values ranging from
20 to 50 spikes/s. ROI estimates of the T centroid across model classes and population sizes (100 and 200 units) yielded a composite optimal

Tr estimate of 35 spikes/s.

A closer examination of the response characteris-
tics within the threshold unimodal/bimodal models ex-
amined here indicates that the proportion of units re-
sponding consistently above threshold (>80% of the
time) varied with the test motion pattern, from a low of

Table 1. Proportion of neural units consistently responding to radial motion patterns in the
threshold unimodal and bimodal models (Tg = 35 spikes/s). The proportion of units responding
consistently above threshold (>80% of the time) varied with the motion pattern, from a low of
1.4% for contractions to a high of 11% for expansions (unimodal populations). The range of
preferred responses for units responding above threshold was generally constant across models
and motion patterns. In both model classes, the proportion of units contributing to the population
vector varied as a function of the test motion pattern and typically comprised a fraction of the

total population.

Unimodal

Units responding

Expansion

Contraction

Proportion ~ Range of pref. resp.

Proportion ~ Range of pref. resp.

>80% of the time 11.2% 53 deg 1.4% 37 deg
>60% of the time 34.4% 82 deg 6.5% 85 deg
Bimodal
Expansion Contraction

Units responding

Proportion ~ Range of pref. resp.

Proportion ~ Range of pref. resp.

>80% of the time
>60% of the time

8.2% 54 deg
27.0% 94 deg

3.8% 48 deg
12.4% 71 deg

1.4% for contractions to a high of 11% for expansions
(unimodal populations) (Table 1). The subsequent ex-
clusion of minimally responsive units, due to response
thresholding, reduced the variability of the predicted
motion pattern in a manner consistent with the presence
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Figure 13. Psychophysical performance of threshold models containing an intrinsic rectifying threshold. Performance was averaged across five
simulated populations with T = 35 spikes/s. The range of discrimination thresholds decreased significantly, relative to independent-response
simulations, to psychophysically observed levels for moderately sized populations. Increases in population size increased the sinusoidal trend
in threshold performance observed across motion patterns. Equivalent perceptual trends were well established for 1,000 units and were well fit
(r > 0.85) by sinusoids whose periods and phases were (218.5 &= 15.7 deg, —37.98 £ 21.35 deg) and (216.9 &= 21.9 deg, —42.17 £ 30.34 deg) for
the (A) unimodal and (B) bimodal models, respectively. C: Simulations of threshold uniform populations indicated a decrease in discriminability
as compared to the independent-response simulations shown in Fig. 8C. For 100-unit populations, the range of discrimination thresholds (2 to
4 deg) was significantly higher than that obtained previously without the use of a Tk (1 to 2 deg). As the population size increased, threshold
performance became flat across motion patterns and asymptotically decreased well below perceptual thresholds for large populations (>2,000

units).

of inhibitory lateral connections between antipreferred
motion pattern units. As a result, for unimodal and bi-
modal models in particular, the proportion of units con-
tributing to the population vector varied as a function
of the test motion and typically comprised only a small
fraction of the total population. Such performance is
generally consistent with a winner-take-all strategy of
neural coding and the pre-synaptic inhibitory architec-
ture it implies (Haykin, 1999; Hertz et al., 1991).

3.2.4. Effects of Inhibitory Lateral Connections Be-
tween Units. The development of a sinusoidal trend

in GMP discrimination for large threshold populations
(>1,000 units), together with the inhibitory winner-
take-all structures implied by their sparse coding, sug-
gest that similar performance could be obtained from
populations containing only inhibitory lateral connec-
tions between units. Although early simulations using
small populations to search for regions of significant
correlation across the (o, S4) parameter space were
inconclusive, the inability of small threshold models
to reproduce the psychophysical trend suggests that
larger populations might be required to significantly in-
crease the signal-to-noise ratio of the system. Using the
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Figure 14. Psychophysical performance of laterally connected models with inhibitory lateral connections between units. Performance was
averaged across five simulated populations with o; = 80 deg and where the strength of lateral activity (S4) was scaled to maintain a consistent
level of lateral input across population sizes. As population size increased the sinusoidal trend obtained in the psychophysical task began to
emerge for (A) unimodal and (B) bimodal models. The trends were established for 1,000 units and were well fit (r > 0.9) by sinusoids whose
periods and phases were (178.0 £ 6.0 deg, —79.48 £ 13.93 deg) and (205.8 & 16.2 deg, —65.77 £ 25.88 deg) for the unimodal and bimodal
models, respectively. (C) As with previous uniform simulations, the range of discrimination thresholds was consistent with human performance;

however, the trend across motion patterns remained flat.

optimal structural parameters obtained previously from
the laterally connected models containing excitation
and inhibition, we examined discrimination thresholds
for mutually inhibiting populations of up to 2,000 units
(Fig. 14).

With the addition of inhibitory lateral connections,
the discrimination thresholds for large populations
asymptotically approached those obtained using lat-
erally connected architectures of excitatory and in-
hibitory interactions. As the population size increased,
the sinusoidal trend obtained across test motions began
to emerge for both the unimodal and bimodal mod-
els. Typically the perceptual trends were established
for 1,000 units and were well fit (r > 0.9) by sinu-
soids whose periods and phases were (178.0 &= 6.0 deg,

—79.48 £ 13.93 deg) and (205.8 & 16.2 deg, —65.77
+ 25.88 deg) for the unimodal and bimodal models,
respectively. These results are in good agreement with
both the fitted psychophysical trends and the perfor-
mance of the laterally connected excitatory/inhibitory
models for moderate population sizes (~500 units).
As with the excitatory/inhibitory architecture sim-
ulated previously, the discrimination thresholds of
models containing only inhibitory connections de-
creased asymptotically with increases in population
size. Subsequent simulations for even larger popula-
tions (~5,000 units) showed little change in the thresh-
old amplitudes or their trends across test motions and
model classes. Similarly, the computational perfor-
mance of the large laterally connected inhibitory neu-



274 Beardsley and Vaina

ral populations was also consistent with the trends
in human perceptual performance and was robust
to variations in the underlying distribution of pre-
ferred motion patterns. Together with the robust en-
coding of motion-pattern information obtained across
ok, these results indicate that psychophysical perfor-
mance in the GMP discrimination task may be me-
diated primarily through signal enhancement associ-
ated with the strength and spread of inhibitory lateral
connections.

4. Discussion

The graded motion pattern (GMP) discrimination task
presented here (see also Beardsley and Vaina, 2001) in-
dicates that human discrimination varies consistently
with the pattern of complex motion over a range of
thresholds (¢ = 0.5 to 2 deg). For each observer,
the trend in perceptual thresholds across motion pat-
terns consistently demonstrates a preference for ra-
dial motions that is qualitatively similar to the bias
for expanding motions reported in the medial supe-
rior temporal area (MST) of nonhuman primates. To-
gether with the preferences for global motion patterns
reported in MST, these results suggest that much of
the perceptual information, if not the underlying neu-
ral circuitry, involved in the discrimination of motion
patterns may be represented in the human homologue to
MST.

Using biologically plausible neural units we have
shown that the motion information encoded in the ac-
tivity of a population of MST neurons is sufficient to
obtain discrimination thresholds consistent with hu-
man performance. Theoretically, the computations re-
quired to perform the perceptual task can be obtained
by comparing the nonzero responses between pairs of
motion pattern cells that adequately span the 2D stim-
ulus space. However, in practice neural populations are
typically required to extract the desired visual motion
information given the presence of neural noise not asso-
ciated with the stimulus and the lack of a priori knowl-
edge concerning the variability in stimulus tuning pro-
files across cells.

In the neural populations simulated here, the 2D
stimulus representation facilitated the choice of a pop-
ulation vector decoding strategy to extract perceptually
meaningful motion-pattern information. With this im-
plementation, the physiologically reported anisotropic
distribution of preferred motion patterns in MST in-
troduced a computational bias in the vector estima-

tion of the flow angle (¢) that was skewed toward ex-
panding motion patterns. Under these conditions, in-
creases in population size did not yield vector repre-
sentations that converged to the proper 2D motion pat-
tern, making accurate interpretation of individually de-
coded stimuli problematic without a priori knowledge
of the nonlinear transformation associated with the
bias.

To compensate for this, the model’s performance was
based on the relative spatial locations between the pairs
of motion patterns presented in the 2TAFC task and
not the proper 2D spatial location of each decoded mo-
tion pattern. In this way, the population vector could
assume any smooth nonlinear mapping without im-
posing a priori assumptions regarding the underlying
transformation and thus was not constrained to linearly
map the stimulus space onto the internal neural repre-
sentation.

While sufficient for the psychophysical task outlined
here, this limitation in the decoding strategy restricts
the model’s general application to perceptual tasks con-
sisting of single-interval stimulus presentations. This
deficiency could be overcome using computationally
more robust decoding schemes such as Bayesian infer-
ence (Oram et al., 1998) and probability density es-
timation (Sanger, 1996; Zemel et al., 1998) that do
not require an explicit representation of the stimulus
space. Within such decoding schemes the addition of
lateral inhibitory connections, while mathematically
more complex, would seem likely to affect discrim-
inability in comparable ways by minimizing the stim-
ulus uncertainty associated with the overlap of prob-
ability distributions within a multidimensional neural
representation.

Similar but less extreme conditions may also occur
in models of free arm reaching (Georgopoulos et al.,
1986, 1988; Lukashin and Georgopoulos, 1993, 1994;
Lukashinetal., 1996) for which the monkey physiology
suggests the presence of statistically significant devia-
tions from uniformity in both motor cortex (Schwartz
et al., 1988) and parietal area 5 (Kalaska et al., 1983).
Within each of these models there has been an im-
plicit assumption of uniformity in the neural represen-
tation that, in the asymptotic limit of increasing pop-
ulation size, predicts that population vector estimates
will converge to the proper reaching vector represen-
tation. However, if this uniformity assumption is not
met, as in the model we have presented, the theoretical
convergence breaks down in proportion to the degree
of nonuniformity and the locations of stimulus vectors
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relative to the bias. Depending on the actual degree
of anisotropy within cortical motor areas, asymptotic
reaching errors such as those reported by Georgopoulos
et al. (1988) might in fact be artifacts associated with
an underlying nonuniformity in the 3D reaching repre-
sentation.

4.1. Discriminating Motion Patterns in a Population
Code of Independent Neural Responses

Under physiological conditions consistent with the
visual motion responses of cells in MST, we have
demonstrated that the population vector information
decoded from independently responding neural units
is not computationally sufficient to extract perceptual
estimates that are consistent with human performance.
For anisotropic neural populations containing a strong
preferred motion bias for expanding motion patterns
(unimodal and bimodal models), large amounts of noise
were introduced into the population vector estimate for
nonexpanding stimuli. In the extreme case of contract-
ing motions, only 20% of the population typically re-
sponded to the stimulus. For those units that responded
significantly, the encoded signal-to-noise ratio (SNR
~2) was typically offset by a significantly larger vec-
tor contribution of noise encoded across the population
(SNR « 1). This introduced considerable variability in
the motion pattern estimates and causes discrimination
thresholds to increase.

In contrast, the independent-response uniform mod-
els were able to approximate the psychophysical range
of discrimination thresholds. However, they did not
develop the sinusoidal trend in perceptual thresholds
observed across test motion patterns. If, as we have
hypothesized, the trend in threshold performance were
due to a combination of neural properties (such as the
distribution of preferred motion patterns) inherent to
the cells underlying the perceptual task, then we would
not have expected the uniform models to deviate signif-
icantly from the flat trend obtained across all simulated
conditions.

Taken together these results indicate that an
independent-response population code is capable of
extracting perceptual information relevant to the mo-
tion pattern task. However, the model’s strong depen-
dence on population size and the distribution of pre-
ferred motions prevent this scheme from producing
a robust quantitative measure that is consistent with
the psychophysical performance reported across ob-
servers.

4.2.  Influence of the Preferred Motion-Pattern
Distribution on Threshold Discrimination

Across the range of conditions simulated in the model,
a clear relationship emerged between the distribution
of preferred motion patterns and the resulting trend
in discrimination thresholds. Due in part to the near-
equal weighting of neural responses in the popula-
tion vector representation, the trend in discrimination
thresholds for independent-response populations was
closely matched to the distribution of preferred mo-
tion patterns. To a first approximation, this relationship
can be explained simply by the proportional increase
in the population SNR as a function of the preferred
motion pattern density of units responsive to a given
test motion.

The introduction of lateral connections that inhib-
ited antipreferred motions modified the resultant trend
in thresholds to reflect the relative changes in the popu-
lation SNR associated with the antipreferred inhibition
of neural subpopulations not responding to the stimu-
lus. In this way, anisotropies biased toward expanding
patterns of motion maximized contracting pattern dis-
crimination for laterally connected populations by in-
hibiting the baseline noise contributed to the population
vector by the population majority (expansion preferred
units). Analogously, when the physiologically reported
anisotropy was removed (uniform models), discrim-
ination thresholds remained flat and did not develop
statistically significant variations across test motions.

Taken in the context of the preferred motion proper-
ties reported in MST, the ability of interconnected neu-
ral populations, containing anisotropic preferred mo-
tion distributions, to encode the motion information
necessary to accurately discriminate small motion dif-
ferences suggests similar structures may be present in
the human visual motion pathway. Furthermore, if the
degree of variation in thresholds across test motions is
simply an artifact of the underlying neural properties,
as proposed here, then a more direct comparison be-
tween the perceptual trends and those obtained from
the unimodal/bimodal models suggests the presence of
an anisotropy whose bias is more closely approximated
by the distribution reported in Geesaman and Andersen
(1996).

4.3.  Influence of Lateral Connections
on Threshold Discrimination

The addition of lateral connections that minimized
neural noise within the physiologically simulated
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preferred motion-pattern distributions (unimodal and
bimodal) produced discrimination thresholds that were
well matched with human perceptual performance
across test motions. Neural structures containing ex-
citatory and inhibitory lateral connections were able
to accurately simulate psychophysical thresholds for
populations spanning a 20-fold increase in size (100
to 2,000 units). Equivalent levels of performance were
also obtained using larger neural populations that con-
tained only inhibitory lateral connections centered on
antipreferred neural populations.

Together with the robust encoding of discrimination
thresholds reported as a function of the spread of ex-
citatory connections (og), these results suggest that
the sinusoidal trend in psychophysical performance
may be mediated primarily through signal enhance-
ment associated with the strength (S4) and spread (o)
of inhibitory connections within an anisotropic dis-
tribution of preferred motion patterns. The ability of
preferred stimulus units to inhibit nonpreferred units
greatly reduced the level of noise across the popula-
tion, thereby increasing discriminability. This helped
offset the strong bias for expanding motion patterns re-
ported in the physiology and produced the cyclic trend
in which radial discrimination thresholds were lowest.

Further support for an inhibitory architecture can
be found in the performance of the threshold models.
As with the various interconnecting architectures pro-
posed here, the thresholded populations were able to
accurately approximate human performance for mod-
erately large neural populations (>500 units).

Although this strategy for reducing noise is com-
putationally appealing, the simulations suggest that to
be effective it would require a relatively high thresh-
old (Tg & 35 spikes/s). At this level, much of the vi-
sual motion information encoded across the population
would be sacrificed to extract the perceptually relevant
information. Such an effect cannot be easily recon-
ciled with the correlations reported between percep-
tual performance and single-cell firing rates in visual
motion areas such as MT and MST (Brittenetal., 1992;
Celebrini and Newsome, 1994). Together with the ne-
cessity of a priori knowledge regarding what consti-
tutes noise versus signal implicit in this structure, the
use of such a mechanism in the perceptual task pre-
sented here seems unlikely.

However, the sparse neural representation within
these threshold populations does provide some com-
putational insight in that it is similar to a winner-
take-all strategy for encoding motion patterns. In

biologically plausible neural structures, such strategies
are often implemented using mutually inhibiting lateral
connections that suppress all but the strongest neural
responses. Taken in the less extreme case of a winner-
take-all strategy across neural subpopulations (such
as contraction preferred units), the resultant inhibitory
structures would be qualitatively similar to the mutu-
ally inhibiting connection profiles explicitly simulated
here in the laterally connected series of models.

4.4.  Inhibitory Influences in MST

Anecdotal physiological support for inhibitory struc-
tures within MST that are consistent with those pro-
posed in the model can be found in the literature.
Several studies have reported inhibitory effects in the
motion-pattern properties of MST neurons, although
the degree and specificity of inhibition has not been
characterized in detail (Duffy and Wurtz, 1991a; Lappe
et al., 1996). Here we have proposed an architecture
of local interactions within MST whose visual motion
properties are consistent with the available physiolog-
ical evidence. The model predicts an 80 to 100 deg
spread of inhibition (o;), as defined in the 2D stimu-
lus space, whose profile is continuous across preferred
motion patterns.

Multicellular studies in MST would be well suited
to examine this result and further quantify the extent
of inhibitory influence across motion-pattern sensitive
cells. By correlating neural responses across cell pairs
as a function of the relative distances between preferred
motion patterns and the retinotopic positions of their
receptive field centers, multicellular studies could be
used to quantify (1) the spread of inhibition as a func-
tion of preferred motion patterns, (2) the extent to which
lateral interactions span a continuous profile of relative
strength, and (3) the retinotopic extent of lateral inter-
actions.

It is worth noting that while the performance of
the laterally connected models suggests the presence
of specific interconnecting inhibitory structures be-
tween motion-pattern detectors, the inhibitory effects
implied by the model do not require the massive de-
gree of interconnections implemented here. Equivalent
lateral interactions could be achieved in more biolog-
ically plausible architectures containing small popu-
lations of inhibiting interneurons whose presynaptic
inhibition of preferred motion subpopulations follows
an anti-Hebbian rule of connection strength. Discrete
inhibitory profiles whose strength is constant within
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preferred motion subpopulations could also be imple-
mented without seriously degrading the motion-pattern
information stored across the population. For equiva-
lent representations of o; and/or half-width, in contin-
uous and discrete profiles respectively, the influence of
the antipreferred inhibitory structures would likely be
similar such that discrimination thresholds continued
to be well matched to human perceptual performance.

4.5. Neural Interactions Within and Across Visual
Motion Areas

The gross increase in computational complexity ob-
served along the visual motion pathway has typically
been associated with a feed-forward pooling of vi-
sual motion information between visual areas. In this
scheme, neural responses to simple visual motion com-
ponents are combined to encode more complex and
perceptually relevant properties of the visual scene.
The model presented here does not explicitly pre-
clude the existence of inhibitory feed-forward struc-
tures in the projection of motion information from MT
to MST. While it is possible to obtain similar com-
putational results using feed-forward mechanisms that
inhibit global motion pattern responses via convergent
local motion inputs, the mechanisms underlying the
development of such a system remain unclear. In a
previous neural model of motion-pattern processing
(Beardsley and Vaina, 1998) we illustrated the develop-
ment of lateral inhibition between MST-like units un-
der a supervised learning rule. We also reported anec-
dotal evidence of inhibitory local motion projections
whose development appeared to be linked to the un-
derlying learning rule. It seems likely that the visual
motion pathway contains a combination of both in-
hibitory feed-forward and lateral connections between
cells that act to maintain the visual information en-
coded across noisy neural populations. Future exten-
sions of this model to include a feed-forward layer of
direction selective MT inputs and physiological studies
by others incorporating multicellular recording tech-
niques within and across visual motion areas could be
well suited to address these questions in greater detail.

4.6. Relation to Existing Models of MST

As we alluded to in the introduction, numerous feed-
forward models of MT-MST visual motion pooling
have been developed whose unit responses are con-

sistent with cells in MST and can be used to extract
perceptually relevant visual motion estimates. Three
in particular, Perrone and Stone (1994, 1998), Zemel
and Sejnowski (1998), and Lappe et al. (1996), con-
tain many of the underlying visual motion properties
assumed here and could, in principle, also be used to
model GMP threshold performance. In practice, the
methods employed in each model may in some ways
restrict their extension to graded pattern discrimina-
tions, but in doing so they are likely to provide useful
insights into the computational and structural require-
ments of higher-dimensional encoding and perceptual
decoding across multiple visual motion tasks.

In the template model of heading estimation for-
warded by Perrone and Stone (1994, 1998), perceptual
estimates are obtained according to the gaze-stabilized
translation properties of the most active template unit.
In this case much of the visual motion information en-
coded across the population is discarded, removing a
potential source of correlated signal that could be used
to compensate the effects of internal and/or external
noise. While such methods also have the advantage of
removing much of the population noise, the tradeoff in
perceptual performance is strongly dependent on the
underlying computational structure and physiological
properties. As a result it is unclear how perceptual per-
formance would degrade as a function of neural and
visual motion noise. Specifically, can maximal unit re-
sponses accurately decode the percept under noisy con-
ditions, or is it necessary to make more explicit use of
the visual signal encoded across the population as a
whole?

Other models, including Zemel and Sejnowski
(1998), Lappe et al. (1996), Lappe and Duffy (1999),
and Lappe and Rauschecker (1993, 1995), have de-
coded perceptual estimates based on the maximal ac-
tivity obtained across neural subpopulations. While the
signal integration afforded such methods is likely to
provide a computationally more robust perceptual es-
timate under noisy conditions, in the case of GMP dis-
crimination itis notimmediately clear how many neural
subpopulations might be required nor how many units
each should contain.

Together with the extension of the population model
presented here, to include a feed-forward layer of MT
projections, these models could be readily extended
to examine GMP discrimination across a wide range
of stimulus conditions. In doing so each would pro-
vide additional insight into the relative roles of feed-
forward versus lateral connections and the range of
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decoding schemes necessary to decode equivalent mea-
sures of human perceptual performance. Specifically, to
what extent might inhibitory feed-forward projections
be used to mediate the decoded motion patterns? And
what limitations do existing decoding strategies place
on the extraction of perceptually equivalent measures
of human performance in the presence of noise (internal
and external) and across multidimensional parameter
spaces associated with multiple perceptual tasks?

Within the visual cortex, the use of experimental and
computational techniques to investigate neural connec-
tivity continues to refine the role of intrinsic lateral con-
nections in the emergent computational and perceptual
properties of the visual system. The model we have
presented here builds on and extends these concepts
to cortical areas later in the visual motion pathway.
Through simulated populations of MST-like units we
have identified a set of antipreferred inhibitory struc-
tures whose computational effects on the encoded mo-
tion pattern information are well matched to equivalent
measures of perceptual performance. These structures
are qualitatively similar to the inhibition of antipre-
ferred direction tuned cells reported in earlier visual
motion areas such as MT and suggest a more a com-
plex neural architecture throughout the visual motion
system.
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Note

1. Centroid coordinates along the independent parameter axes (o7
and S, ) were estimated using a center-of-mass calculation within
the correlation map’s ROI (r > 0.8rmax). For correlations
(R) across independent parameters (x, y) the general calcula-
tion of the centroid is X¢ = Z(XRy,)/Z(Rx,y) and Yc =
2 (Y Ry,y)/ (R, y), respectively.
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