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LUCIA M. VAINA

‘WHAT® AND ‘WHERE’ IN THE HUMAN
VISUAL SYSTEM:TWO HIERARCHIES OF
VISUAL MODULES*

ABSTRACT. In this paper we focus on the modularity of visual functions in the human
visual cortex, that is, the specific problems that the visual system must solve in order 1o
achieve recognition of objects and visual space. The computational theory of early visual
functions is briefly reviewed and is then used 4 a pasis for suggesting computational
constraints on the higher-leve! visual computations. The remainder of the paper presents
neurological evidence for the existence of two visual systems in man, one specialized for
spatial vision and the other for object vision, We show further clinical evidence for the
computational hypothesis that these two systems consist of several visual modules, some
of which can be isolated on the basis of specific visual deficits which occur after lesions
to selected areas in the visually responsive brain. We will provide examples of visual
modules which solve information processing tasks that are mediated by specific anatomic
areas. We will show that the elinical data from behavioral studies of monkeys (Ungerleider
and Mishkin 1984) supports the distinction between two visual systems in monkeys, the
‘“what’ system, involved in object vision, and the ‘where’ system, involved in spatial
vision.

INTRODUCTION

In humans, visual perception is the primary form of cognitive contact
with the world around them. Looking out through the eyes, the brain
acquires reliable knowledge of what goes on in the world and it uses this
knowledge to guide behavior. Few people realize what an astonishing
achievement this is. At least in part, this may be due to the fact that
our conscious experience is usually a unitary one, while in reality objects
in the field of view have discrete attributes such as place, form, colour,
distance, size, or motion. What are the steps that our visual system
goes through before we consciously perceive anything at all? Why are
our perceptions usually reliable?

Viewed from a functional point of view the central problem of visual
perception is how reliable knowledge of the world around us is extracted
from a mass of noisy and potentially misleading sensory messages.
Vision begins with a large array of measurements of the amount of
light, or intensity, that is reflected from the physical surfaces of the
environment onto the eyes’ retinae. These measurements can be
thought of as producing a large array of numbers that represent the
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intensity of light at different locations in the world. At the other end
there is our conscious visual experience which tells us that the world is
populated with three-dimensional things which we recognize effort-
lessly; we can manipulate them and we perceive where they are and
thus we can avoid bumping into them. What happens in between? What
is the information that one’s visual system must make explicit? The
computative answer to this question is that the logical organization of
the problem must be discovered in terms of its independent constituent
parts or modules,

The present view of how the brain analyzes the visual world is that
modules, labelled as low-level vision, in the initial stages of processing
proceed as a selective extraction of component features from the com-
plete retinal image. The later visual modules, labelled as high-level
visual functions, are characterized by processes that categorize visual
information in ways which form the basis for the individual’s appropri-
ate interaction with the surrounding world. The main goal of these
processes is to integrate the output of the early computations into
meaningful visual categories and concepts.

The hypothesis that the processes involved in sceing constitute a set
of relatively independent computational modules is a very powerful
and important one. It is sustained by computational and evolutionary
arguments, and more importantly by the fact that these modules can
be experimentally isolated. Our ideas of what the modules of higher-
level visual functions consist of are still speculative, but an attempt is
made here to interpret the wealth of neurological-clinical observations
in an information-processing framework, and to ask questions whose
answers may be of significance in further investigations and may help
us understand the specialization of the nervous system. In an earlier
paper, we suggested the visual-processing modules beyond the visual
discrimination level are of two types (Vaina 1985). One type we called
‘feasibility’, which embodies the specific mechanisms for solving specific
visual problems, such as feature integration, perceptual categorization
of textures or of shapes, object or spatial recognition, etc. The second

. type of processes we called ‘routing’, and their computational goal is
to bring together the visual information required for the specific pro-
cesses in the feasibility modules. Examples of ‘routing’ processes are
the varieties of attention and memory. The early visual computations
occur in parallel over the whole visual field and preattentively. In this
paper we will not address the role of the routing processes in the visual
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computations that we describe. The focus (?f the present stpdy is on
the organization of the ‘feasibility’ processes in terms of two hlgrarchaes
of visual modules. One hierarchy, pertinent to ‘what’ is being com-
puted, and the other heirarchy is pertinent to ‘w}_lere’ things are. WEE
will bring neurological-clinical evidence for the existence of the ‘what
and ‘where’ visual hierarchies of computational modules.

The idea of modularity is very attractive. As a general rule of thumb
it is advantageous for complex-information processing systems to be
constructed from a set of nearly independent parts. Thus, when a
modification is required one does not have to change the whole system
but need alter it only locally, and this is important fF)r adapting the
system to new conditions of operation. If the computation had a global
character, if the modification had to occur in the process as a whole,
then changes in one part would require simuitageous changes elsewhere
which not only would be computatively expensive bu.t 'would also make
it difficult for the system to adapt itself to new conditions.

The same argument holds in an evolutiqnary framework (Allman
1987) where it is sugpested that the forr_nation o.f modules. may have
been produced by the replication of previously existing structures. The
replication of existing structures appears to be a fundamental mechan:
ism of evolution. For example, it has been argued that chrompsomes
duplication would offer a reservoir of su.rplus genes from Wi‘uC]:l new
genes could arise. It is attractive to think that' natural selectlon. is
restricted to natural genes and therefore the duplicated genes escaping
this process accumulate mutations. This may cngblc the new genes to
encode for new proteins which assume new functions. Using this as an
analogy, it has been proposed that the deveiopmtlent of new capajblhliles
for processing afferent information could be sustained by‘the rephcayon
of cortical sensory representations. Thus, when a mutation results ina
replication of a cortical area, this new area, through natt}ral selection,
could assume new functions while the original area continues to carry
out its old function. This suggests that only biologicaiiiy relevant cha.nges
are perpetuated. If a mutation occurs, the old function cl.oes not dlsfip—
pear and the new function will be adapte.d by the foll.owmg' generation
only if it enhances the species’ capability for survival. '1‘"he‘se. areas
can be thought of as processors, each independently and .m_dlvndual_ly

analyzing the information that it receives and then transmitting a suit-
able copy elsewhere. Thus a processor may-res_pond to some infor-
mation and not to other information. What is signal for one process
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may be noise for another, and this difference is deeply rooted in evo-
lution. The discovery of the problems that each of these processors
solves and the determination of their logical structure and place in the
hierarchy of visual processing are issues at the computational theory
level and belong to the feasibility modules. The channeling of the
information to the processor specifically programmed to deal with it
(focusing of attention) and the filtering out of what i$ noise or unimpor-
tant overload for a specific processing task are also issues at the compu-
tational theory level and are part of the ‘routing’ component.

COMPUTATIONAL THEORY OF THE EARLY AND INTERMEDIARY
STAGES OF VISUAL PROCESSING

Vision starts with an intensity array in which two important types of
information are contained: the intensity changes present and the local
geometry. The first visual representation should make this information
explicit. One’s first observation is that the representation will not con-
tain the intensity of light at each point in the world; it will contain only
changes in the intensity, and this computational idea is consistent with
what is believed to be the role of the early stages of processing in
biological systems.

Usually changes in intensity result from physical changes in properties
of the surface, such as reflectance, change in illumination, discontinuity
in depth, or orientation of a surface. Marr (1976) showed that the types
of intensity changes that occur in an image could be classified into a
small number of general types that allow a concise description of an
image in terms of low level symbolic assertions (the raw primal sketch)
which have a high probability to reflect physical reality directly.

In natural images, intensity changes occur at various spatial scales
and this requires the use of operators of different sizes. Marr (1982)
lent evidence to the hypothesis that several channels, whose central
frequencies are separated by approximately one octave, take part in
producing this early representation which captures the local two-dimen-
sional geometry of the visible surfaces. Marr and Hildreth (1979) have
shown that the information required for the computations of the primal
sketch is explicit in the zero-crossings contours of the Laplacian of the
image after it has been smoothed by convolution with a Gaussian. The
Gaussian optimally satisfies the constraint that intensity changes arising
from physical objects are spatially localized at their own scale. One can

53

TWO HIERARCHIES OF VISUAL MODULES

then vary the size of the Gaussians, A larger operator captures tge
coarser stracture of the image while a small operator w_111 captufe the
fine detail; this kind of computation seems to be carried out in the

i i tem.!
multiple channels of the human visual syst:
Zefo—crossings in each channel form a discrete database of symbols

C ' D

Fig. 1. Zero Crossing detection using V3G (from Hildreth, 1989); (a) .shiv;sztelli ?Eaiﬁe
of a leaf, (b) shows the convolution with the V2G operator (u{ =8), w:mwn e Whiteg
represented by a medium grey, (c) positive values of t!lae convohition areai ,
and negative values are black, {d) only the zero-crossing contours appear.
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which are used for further processes such as stereopsis, edge detection,
or texture vision.

Physiological data suggest that cortical cells in the area 17, or the
primary visual cortex, may be involved in detecting the presence of
zero-crossing segments in the output of the V3G operator. The compu-
tations at this level of processing produce a set of feature points
corresponding to the location of significant intensity changes (figure
1. N
The next representation proposed by Marr is the full primal sketch

which makes explicit object boundaries or contours, shadows, changes
in texture, and specular reflections, obtained by using geometrical rea-
soning on the earlier descriptions and some limited higher-level knowl-
edge (Torre and Poggio 1984). The result of applying the operations
corresponds to the computation of the contour of physical objects.

The goal of the next set of visual modules is to derive a representation
of the geometry of the visible surfaces. An object’s visible surfaces are
those parts that directly affect its intensity images, and for opaque
materials this is the external surface of the object. Thus we must note
that an image is ‘caused’ by.the visible parts of the viewed objects, that
the visible surfaces are only surfaces, and except in very particular cases
(e.g., thin sheets) the description of these surfaces is distinct from the
description of the objects themselves. The main effects that the visible
parts have on objects can be related to variation in depth over the
surface, variation of the surface orientation, and material composition;
their explicit computation requires explicit processes which are defined
on the primal sketch.

The special processes suitable for the acquisition of depth information
generally involve the analysis of the parallax between the viewer and
points on the surface viewed. There are different ways in which a visual
system may accomplish this. One is by stereopsis where images from
two locations are compared and positional disparities between corre-
sponding surface locations are interpreted as variations due to differ-
ences in distance from the viewing position, Another way which may

~be used for obtaining depth information is motion analysis (Ullman
1977). If the surface is in movement relative to the viewer and its
geometrical structure does not change over time, depth information for
points on the surface can be recovered as a function of their distance
from the viewer, Or, if it is known that the texture is uniform over a
surface, depth can be computed from the measurement of the com-
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i jecti ifferent
pression of texture pattern due to the perspective projection at di

i image (Stevens 1979). ' _ . _
plaCT;: ifr;rt:(l)isl. waggis f(or deriving visible surface information are indepen

" dent one from another. For example, the use of texture for determining
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Fig. 2. Modules of easly and intermediary visual information (Nishihara 1983).



56 L. M. VAINA

orientation is different from the use of texture information for comput-
ing depth. One uses texture gradients, the other uses perspective projec-
tion. Thus the computation of information about visible surfaces can
be viewed as finding solutions to a set of independent information
processing problems, which all use information available in the primal
sketch. The difficult and complex problem of finding information about
visible surfaces was split into subproblems, or computational modules,
whose solution is sought separately (figure 2).
The level of computation, which serves as an intermediary between

the early detailed descriptions of the objects (the full primal sketch)
and the three-dimensional representations suitable for their recognition,
was termed by Marr and Nishihara (1978) the “2 and 1/2 dimensional
sketch (21/2D sketch)”. One of the main jobs of this representation is
to maintain information from stereopsis, motion, and texture, in a
faithful representation of the surface orientation and contours which is
useful for the later processes such as those aimed at the recognition
and manipulation of objects and space. The 2 1/2 D sketch describes

surfaces locally and relative to the viewpoint. The overall goal of this

intermediary processing level is the reconstruction of the three-dimen-

sional geometry and the material propetties of visible surfaces simply

from using information that can be extracted from the primal sketch.
The explicit surface description is referred to as the visible surface
representation. The input information about the visible surfaces is pro-
vided by a number of specialized processes (figure 2) which are derived
from the early symbolic representation of the primal sketch,

The visible surface representations delimit the boundary of pure
perception and mark the passage to a more cognitive representation of
the world which is the main concern of this study. Our hypothesis is that
the content of these later representations must rely on the descriptions
delivered by the earlier levels of visual processing. However, these
later, more cognitive, representations have their own goal which is to
recognize objects and space, and this goal will impose specific con-
straints on the design of these representations.

COMPUTATIONAL CONSTRAINTS ON THE DESIGN OF HIGHER
LEVEL VISUAL REPRESENTATIONS

The importance of the computational theory cannot be overempha-
sized. In a trivial sense, having no computational theory means not

7
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edge of space, additional assumptions useful for solving these types of
problems must be added. These assumptions will constrain the design
of the representations and of the algorithms. For example, shapes that
were developed - through growth and man-made objects tend to have
well-defined axes of symmetry or elongation, and this is useful for
reducing the redundancy of the visual image. “Tyger’s . . . fearful sym-
metry” (Blake), is a welcomed regularity in the sea of noise of the
sensory messages, and it gives one a hard fact to rely on in visual
constructions. ‘Biological motion’, the patterns of the movement of
animals and humans, is determined by the structure of the body and
its physically possible deformations.

2. Representations make explicit specific information, and thus,
when a representation is proposed one must be very clear about what
are the properties that it will make explicit, and explore whether these
properties are computed. by the human visual system. Thus in the
earliest visual representation, the zero-crossings make explicit signifi-
cant changes of intensity in the image, and this is what we think the
earlier stages of visual processing measure.

To discover the properties to be made explicit in representations at
higher level visual functions, we turn to the observations of perceptual
deficits after lesions in humans. An example is Warrington and Taylor’s
(1974) finding that lesions to the right parietal lobe impair the individ-
ual’s capability of object recognition from an unconventional view
(figure 4). Lesions to the left parietal lobe leave this capacity intact;
such patients can demonstrate that they have recognized objects viewed
from noncanonical views although their language difficulties may pre-
vent them from naming the object.

These observations suggested (Vaina 1983) that on one hand, the
representations of shapes are independent of the representation of the
use and purpose of the shape and of its name. On the other hand,
perception of shape is possible without necessarily implying its recog-
nition as an object. Thus, for the perception of a shape one can rely
only on the information that is made available by the earlier processes,
and not involve higher level knowledge or context. Canonical views of
shapes can be expressed computationally as views which allow the
derivation of the shape’s main axis (Marr and Nishihara 1978} or the
extraction of the largest convex patches from the object’s three-dimen-
sional surface (Vaina and Zlateva 1988) and identifying such patches
as object-parts (Biedermann 1985). Thus, the accessibility of a principal

TWO HIERARCHIES OF VISUAL MODULES

Fig. 3a. Fig. 3b.

Fig. 3c.

Fig: 3, Object recognition from unconventional views (three views of a chair).
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axis of objects, or of the largest convex patches, provides a basis for
recognition. Such information must be made explicit in a representation
whose goal is shape recognition.

3. Another important issue concerns the organization of the repre-
sentation. The idea of scale is critical for a symboilic description of the
significant changes in the image, and it has been shown that efficient
description of different physical properties of images must be made at
the appropriate scale. Not only is it necessary to describe information
at different scales, but useful information about the physical world is
obtained from the combination of descriptions across scales. The vari-
ous levels of resolution are demonstrated consistently in physiology
(the size of receptive fields) and anatomy (cortical maps), so this must
be a basic property of the way in which the brain processes information,
and hence it must be reflected in the organization of the representations
of higher level functions as well (Vaina 1987).

4. The goal of a representation strongly influences its organization.
The goal of the first levels of visual representations, the primal sketch
and the 2 and 172 sketch is to provide a faithful report of the image.
In order to achieve this, it performs detailed measurements of those
changes that occur in the intensity of light in the image and of the
properties of the visible surfaces. The requirement of faithfulness im-
plies a representation centered on the viewer, that is a retinotopic or
topographic representation of the world which changes with the change
in location or position of the perceiver. Such viewer-centered represen-
tations have been proposed for the earlier stages of vision, and anatomic
and physiologic findings support this organization. The goal of higher-
level functions which involve recognition' is consistency, Thus we are
usually able to recognize objects independent of our vantage point, and
this implies designing representations that rely on the intrinsic proper-
ties of the objects or space and are independent of the viewer’s position.
Thus, visual representations for the consistent recognition of objects
and space must be object centered.

4a. The goal of consistency also tequires the existence of 2 memory,
or a catalogue, which must be accessed for recognition. Thus a main
1ssue in the higher level representation is that of indexing into a cata-
logue based on attributes obtained primarily from the earlier visual
computations.

4b. Faithful descriptions of the world by and large rely on data-
driven processes whose goal is to squeeze as much information as
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possible from the image before one refers to information whic%x is higher
level than the current level of processing (Marr 1982). Consistency on
the other hand, entails both data-driven, and goa} or contc?,xt-drwen
processes. Context and presuppositions play an.zpcreasmgly ‘unporta}rllt
role as one progresses into the realm of cpgmtwe processing of the
world. Thus in a way we are returning to v:;:wer—centerfad representa-
tions, but here the ‘views’ are goals for actions. The v1§ua£l cogr?tnl;e
representations must then be organized as I_nultlple flescnpnonspi) t(.) 1;
jects by their participation in different actions (Vaina 1985). stic
can be burned, and thrown, or broken. Each of thpse actions reqqlres
different properties of the object and these properties are often derive
i nt visual processes. ‘

bylﬁliflf?following &?ection we shall provide e\'fidence from neurolog}llceﬁ
patients which supports the idea of mod}llanty of functions. We s al
see that the above computational constraints on the nature and.orga;n—
zation of the representations can be incorporated as explanatlons. or1
the nature of visual deficits. However, most of the neurqpsychoiogma-l
experiments have not been designed with these computatlonal'theorgtl-
cal ideas in mind and thus many address miore complex questions t ;n
one would desire. We will show that the VLSual‘mO(;ules that can be
obtained from the existing data can then be orgaljtzed into two different
systems, the object, or the ‘what’ and the_ ‘where’, or the spatial. ‘:lhsg,fstem(j
Such organization supports the distinction made by Ungerleider an
Mishkin (1984) for the monkey’s visual system.

EVIDENCE FOR THE MODULARITY OF VISUAL FUNCTIONS

The main focus of this article is on the modularit).r of \.‘fisuai functlolr{ls,
specifically on the contribution tc}i]alt the neurological literature makes
iscovery of such modules. .

tm"};red I?;set C}cl;sk of ythe nervous pathways 'of t}‘te visual system is to
transmit 2 suitably coded copy of the retinal image to the prn"ﬂarg
visual cortex where it is analyzed, and the results are Fhen Frangmtte

elsewhere. The visual image has multiple representations in dlfferenl;
retinotopically organized areas, and althougl-l these .vrlsuai areas are we

delineated little is known about their functiqn. Itis kno‘wn, hovve?veri
that they differ in physiological character and in tl.le resulting behavmras
consequences when they're injured. It seems hkeiy that these are;_
would serve different roles in visual perception, visuo-motor coordl-
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nation, or perceptuo-cognitive relations as each encodes a differe
aspect of the visual image. Thus at the functional level these areas
be distinguished by the specific information they abstract from the
image and the way in which they encode, access, and manipulate thi
information. The visual functions are not confined to these retinotopical
areas but are extended further to visual association areas in the parietal,
temporal, and frontal lobes. :

The elegant work of Ungerleider and Mishkin (1984) provides evis
dence that, in monkeys, the different visual areas are hierarchically
organized into two cortical visual pathways, one processing the infor-
mation about ‘what’ the stimulus is and the other about ‘where’ it is.
The first pathway consists of a multisynaptic occipito-temporal projec-
tion system which connects the striate, prestriate, and inferior temporal
lobes. Its main function is visual identification of objects. This pathway
is further connected to limbic structures in the temporal lobe and -
ventral parts of the frontal lobe, and as such it may affect cognitive
associations and motor acts. The second pathway connects the striate,
prestriate, and inferior parietal areas, and it is specialized for the visual
location of objects. Subsequent connections of this pathway to the
dorsal limbic and dorsal frontal cortex suggest the mechanisms em-
ployed in construction of spatial maps and visual guidance of motor
acts. This distinction between two types of visual perception is not new;
however, their cortical localization, as proposed by Mishkin’s group, is
novel. The previous work on these systems (Schneider 1968; Trevarthen
1968) considered their localization in the geniculostriate and tectofugal
systems. As has been shown by Mishkin, it cannot be denied that the
tectofugal system plays a role in spatial vision but in “primates it plays
a subsidiary role”. '

functioning of the central nervous system can be deduced: In o.rde'r to
study brain-behaviour relationships, we must .be able to 1fient1fy in a
scientifically recognizable manner the properties of behaviour we all;e
attempting to explain. Ideally we would like to be able to separate the
modules involved in the tasks studied. This would enable us to eventu-
ally understand what is being computed, what are the elementary mean-
- ingful ingredients of the computation, and_ howl tE.wy are relgted to
. the neuropsychological concept of double dissociation of function, as
- introduced by Teuber (1975, 1959).

© A double dissociation requires that a symptom A appear in lesions_ in one.structure but
- not with those in another, and the symptom B appear with tl?e EFS!OHS of the other_but
© not of the one. Whenever such dissociation is lacking, specificity in the effects of lesions
has not been demonstrated.

. Teuber defines “symptom”” as the patient’s way of cgrrying out a task,
which in my framework will correspond to the algorlthm_ level. .
Recognizing objects and our surrounchpgs, or appropriately r'namp:;—
lating them, seem straightforward and simple tasks, and one is harl -
pressed to imagine the multitude of complex processes'that the b.ram
must perform in order to carry them out. We have seen in the previous
sections that current vision theories support the view thqt these pro-
cesses oceur at different levels and in different computational stages.
The clinical evidence of the last hundred years reinforces the multistage
view of visual processing, with the computational goals of each stage
being characterized by several indep.enden_t modules. . |
The major differentiation of deficits, suggested by Un_gerielder an
Mishkin’s (1984} work in monkeys, is that l:fetweer‘l spatial a.nd f)b]&(ft
recognition deficits. Taken with the anatomical ev1c.113nce, this dissoci-
ation also provides compelling evidence for two dlffc:arent ,systems at
work in visual recognition tasks in humans: one tells ‘what’ the mfgr—
mation is and the other tells ‘where’ it is. Each ojf these Systems carries
out complex information processing tE}sks organized gccordmg to s;pe-
cific computational goals. In the following we shall review the neuro og-
ical evidence for the existence of these two systems in the human brain.

MODULARITY OF VISUAL FUNCTIONS IN THE HUMAN BRAIN:
NEUROLOGICAL EVIDENCE FOR THE EXISTENCE
OF SPECIFIC VISUAL DEFICITS

All behaviour is a reflection of brain function; hence, disorders of
behaviour must result from disturbances of the brain. For each be-
havioral phenomenon there exists a set of neural correlates that can,
in principle, be observed objectively, We must credit Hughlings Jackson
(1878} for the idea that a disease of the central nervous system can be
regarded as a physiological experiment from which the principles of the

WHAT IS 1T?. FEATURE ANALYSIS

Appreciation of Colour and Form

Central achromatopsia is a selective loss of colour vision which occurs
after damage to the bilateral inferior occipital lobe (Meadows 1974).
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These results demonstrated that in humans, similar to qlonkeys
- {Gross et al. 1985), two-dimensional shape perce;?tion is mediated by
- the posterior temporal area. Interestingly, our ﬁndmgs. strongly_suggest
that in humans this computation is lateralized to the right hemisphere.

Mollon et al. (1979) stressed that colour information is still processed
normally at the receptor level and that this information probab
reaches the cortex intact, but the damage occured (Ratcliff and Cow:
1979) to the human equivalents of the areas V4 and V2 in monkey
Hendricks et al. (1981) provided additional evidence for the existence
of a visual defect of central origin associated specifically with the detec
tion of coloured stimuli. They also showed that the chromatic an
achromatic information are treated separately by the visual system. The
patient described by these authors had normal fusion of random det
stereo-images (red and green random dot stereogram pairs) which is
consistent with Lu and Fender’s (1972) findings that such fusion involves
luminance but not chromatic contrast. Efron (1968) described a patient
who exhibited an isolated failure of visual shape discrimination, though
he was able to use colour and size cues to identify objects in a given
context. When the objects were removed from the familiar context,
however, he was no longer able to name or recognize them. Specific
disorders of form discrimination in patients with bilateral occipital-lobe

lesions have been found in more recent studies {Warrington 1985; Vaina
et al. 1989).

Deficits of Perceptual Categorization

In a study of patients who had undergone temporal lobectomy for
the treatment of epilepsy, Milner (1958) found that those with rlgi}t
hemisphere lesions performed signiﬁcantly WwOorse the.m t'he left henp-
sphere group on a task requiring to identify anomalies in a sketchily
drawn scene (McGill Anomalies Test, He‘t?b‘ and Mo.rton'-, 194-3). S_he
suggested that the right temporal lobe “facilitates rapid visual identifi-
cation”. _ _
Warrington and Taylor (1978) proposed two se:r.lally orga_mzed cate-
gorical stages in their work on the visual recognition of ob]ects. They
demonstrated that the goal of the first stage is perceptual categorization,
and it is carried out independently of the object’s semantics. The-second
stage addresses the semantic categorization o‘f the shape. In their study
of three patients with visual agnosia, Ratchf.f anq Newcombe (1'9821‘
suggested that objects presented visually are ldentlﬁe‘d on the basis o
their visual characteristics alone and that characteristl.cs from other
modalities, and especially the particular names pf objects, are only
subsequently associated. Vaina conducted a detailed study c_;f texture
recognition (1987) which demonstrated that these two categorical levels
are also involved in the processing of natural ‘text'ures. Her st.udy
showed that the perceptual categorization stage is dlsrppte?d by ngl}t
occipital-temporal lesions, whereas the semantic categorization ‘stage is
disrupted by lesions to the posterior left hemisphere. In her ‘texture
recognition’ test the task was to match the visual texture _of common
objects, fruits, vegetables, or animals to the appropriate s1lh0_uettf_3 of
the object. The pattern of deficits presented by the patients Wlt.h right
occipital-temporal lesions was interesting. When Preser_lted Wlth the
texture of a cauliffower, these patients may have 1dent1ﬁ53d it as the
texture of a sheep. The texture of a pincapple was often 1dent1ﬁe(_i as
a snake, a honeycomb, or a fishnet. Patien-ts w1"£h lesxons_to the right
occipital-parietal area were not significantly impaired on thl‘S task. How
is the information organized by the perceptuall representatlon‘? ‘
The second question addressed in this investigation was to determine

Deficits of Two-Dimensional Form Perception

Vaina (1987a) showed that patients with right occipital-ternporal lesions
were selectively impaired on tasks of form identification. The tasks
required the ability to first extract a figure from the background on the
basis of brightness, orientation of texture tokens, density, motion, or
binocular stereopsis. Patients with right occipital temporal lesions were
always able to obtain the coarse figure from the background but they
failed to identify the exact shape of the figure. Thus, for example,
previous evidence (Carmon and Bechtoldt 1969) indicates that global
stereopsis assessed by Julesz’s type of random dot stercograms is more
impaired by right than by left hemisphere lesions. In our laboratory we
showed that for stereopsis tasks in which the stimuli were taken from
Julesz’s (1971) random dot stereograms, patients with right occipital-
temporal lesions could discriminate that ‘something was there’ and
point to it in the random dots background, but they were unable to
extract the exact two-dimensional figure. (The patients with right occipi-
tal-parietal lesions failed to see anything other than random dots in the
stereopsis stimuli.)
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the way in which the information is organized by the representations
dealing with the recognition of textured surfaces. We shall turn now
the discussion of the results of the texture to object test with the gow
of unravelling the sort of organization that the representation migh

impose on the information in its descriptions. Two categories of test’
stimuli were used in this experiment (see the companion paper in this

volume). First, there were unstructured stimuli which allowed ne

further grouping or structuring. Unstructured textures, such as thoss
of an orange skin or leather, are characterised by the simple distribution

of some elementary tokens on the object’s surface, and no further
grouping or structuring of these tokens could be achicved by subsequent
processing. On these textures, both classes of patients with occipital
lobe lesions performed poorly, and in general, the right hemisphere
patients were more impaired than the left. The fact that no lateratity
effect was obtained with occipital lesions confirms the physioclogical data
that early visual processing is carried out equally in both hemispheres.

The early processes are concerned with the detailed analysis of the
image in terms of its primitive features. The recognition of unstructured
textures could be considered to be more difficult because their differen-
tiation requires discrimination among the individual elements which
implies processing at a very fine spatial resolution. Processing at a
coarser resolution is not informative because the texture elements do
not present any specific groupings which may be detected at larger
resolutions.

The second group of textures exhibited a more complex structure
{e.g., a pineapple skin or a cauliflower); and from looking at the errors
produced by the right hemisphere patients in coupling the texture to the
corresponding shape, a pattern emerged. The errors usually belonged to
the same perceptual category with what would have been the correct
answer (e.g., snake for pineapple). The errors produced by the feft
hemisphere patients were, as expected, more conceptual in nature.
Thus, they tended to associate to the given texture the correct shape,
but in naming, they often retrieved a superordinate category {e.g.,
vegetable for caulifiower, or animal for bear) or a functional property
(T cat it when T go out to the restaurant). A possible explanation for
these results is that the computation of textures may occur at several
different levels. The first level involves simple statistical measurements
on the entire surface to determine what is there and how it is spread.
For example, when one is looking at an orange or a canteloupe, simple

TWO HIERARCHIES OF VISUAL MODULES 67

density distributions and statistics of their primitive component ele-
-ments indicate that there is a simple, uniform structure. .F}thher. pro-
. cessing of grouping and categorization cannot extract additional infor-

mation useful for recognition. However, if peTceived at a very small,
focal scale, the two patterns could be differentiated because they have
individual texture elements with different structures, ai‘tho.ug%l the spec-
ific distribution of the elements on the viewed surface is similar. Other
textures, such as that of a pineapple or a cauliﬂower\, are more gomplex.
Here, grouping operations applied at different sca_les (spatial ;esol—
utions) may lead to the discrimination between various types o te;((;
tures. Perceptually this implies that c]ust-ered texture.elements couh
form regions which could be described vasualily at various scales. The
scales used to describe the patterns occurring on a surface fo.rngl a
hierarchical description of the texture with the coarse, gﬁob'a] stat1§tlcal
deécription on the top of the hierarchy and wr{lr% d?scrxptlons using a
finer scale at the bottom. This hierarchical description of the textures
appears to be the organizing principle in a perceptual categorlzatlor;
which is independent of the object’s spec1ﬁc fqrm or of'conceptua
categorization of the object such as its function, its semantic category.
its name.
Othhus, at the coarsest level, the texture of a pineapple, snake, fishnet,
and honeycomb are very similar (Vaina 1985): all four have a genera}
surface structure characterized by the regularity and the repetitiveness
of a similar hexagon-like pattern. At a smaller scale, however, essential
differences can be detected in the individual ellemeqts that form the
pattern. These differences might be in the orientation or _the exact
shape of the component elements. Thus the fact that patients w_1th
lesions to the right posterior brain produced frequent errors which
could be considered as belonging to the same perceptual category as
the stimulus (sheep for cauliflower), appears to affqrd the explgnatlion
that these patients performed an incomplete processing of .the stimulus.
This processing was cartied out at the coarser scales Wthl’% were n}cl)t
sensitive enough to differentiate bet\’?feen textures bt'elongmg.toht e
same perceptual class. Individuals with intact posterior right hemisp .e;f‘:[
could process the perceptual information asieqt'late}y, but they mig
have failed to use this information for indexing into the representation
of the corresponding object presented at the conceptua} leve%. Howev.er,
the response was rarely all or none; usually some fes1dual mforrpat]on
was preserved, and, exactly as in the cases described by Warnngton
(1975), this was of a more general sort.
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The experimental results presented here suggest that texture infor-
mation is represented at various scales organized from the more coarse
to the more fine. This representation is constructed on perceptual cri-
teria, independent of the meaning of the object. At a later stage of
processing, however, these descriptions are put together with other
visual and nonvisual, intermodal descriptions in the perceptually based
component of the object’s concept. To this, verbally mediated categori-
zations are added and thus the full concept of an object is achieved. The
clinical data from patients with brain lesions suggested that perceptual
categorizations are carried out specifically in the posterior right hemi-
sphere, yet the association between these categorizations and the ver-
bally mediated associations characterize left hernisphére functions.

What is the nature of the descriptions that might be useful for recog-
nition? Taking the pineapple skin as an example, different levels of
organization may need to be made explicit. These are: (1) the specific
texture of the individual component shapes on the pineapple’s surface,
(2) the outline of these shapes, and (3) the organization of these shapes
(i.e., the repetitive pattern they form on the surface).

Thus, two distinct levels of processing seem to occur in the description
of textural patterns within a specific perceptual representation. First,
the coarse overall texture is described without specific emphasis on the
outline of the component shapes or their organization on the surface.
The second level computes the local contours of the repeated shapes,
such as the hexagon on the pineapple or snake’s texture, or the long
shape of the hair in the fur texture. The pattern of the repetition is
also computed. Computationally, this entails a basic constraint on the
design of a representation for visual textures (Marr, 1982); that is,
texture change contours should be made explicit in the image since they
identify the likely location of the discontinuities in surface geometry or
surface structure, and these may guide recognition. This constraint is
shared by the processes whose goal is the computation of the shape, as
well as texture. But what can we say about such a representation?

The V3G = (d?dx? + #/dy*)G(x, y) = (1 ~ 4r¥w?)e — 4r2w? where
V3G is a two-dimensional Gaussian function, w is the diameter of the
positive central region of the operator and it is proportional to the
Gaussian’s space constant, and r? = x? + y*, was applied on these im-
ages. As discussed earlier, the resolution of this operator, that is, the
different scales at which the intensity changes are detected, depends
on the value of w and is spatially localized. The smaller operators detect
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elements with finer detail which often presents too 1’1‘.111(.:]1 detail-to a}fford
successful recognition. Stronger physical characteristics of the v1e\:1§.d
objects are detected by all sizes of operators, aqd by and large his
information is more useful for recognition. Paralleling the neuto;?h){sm-
logical results, Marr and Hildreth (1980) proposed th.at t.hf': descrg)nonsi
delivered by applying individual operators, like the 1r.1d:v1(_iual c a-nn;e
descriptions (Campbell and Robson 1?68), are combm_ecll into a smgde
description of intensity changes in which contrast and W}dth are m';l €
explicit. Thus, the information must be proce_ssg] at dlffer:ent scales,
and useful information is also obtained by combining descriptions across
Sc%\‘/eksl:at would be the role of these various sizes of operators in the
process of describing an object’s texture, the texture of a pme‘apple,
for example? Larger V2G operators will show the c_)vera}l org_an%zgtma]i
of the surface of the pineapple and perhaps thg qutlme of the individu
component shapes, but the textural characteristics of these componeint
shapes would not be described. In other words, the size of the opera lcln"
constrains the information made explicit by thle process, and thus the
information which is emphasized at any specific scale‘:. The textul"ed
pattern of an object surface is essentially decomposed in zero-crossing
segments which then provide the primitive texture elements. Similaritics
among these ‘texture’ primitives are sgugh{ at the next level o_f process-
ing along some dimension, such as orientation, contrast, or smﬁﬁ
Thus, figure 4 presents the textures of a sheep f'ur and a cauliflower.
When the image of a sheep fur is convolved with th.e G at VHI‘IO;IJ.S
scales, one can see that the specificity of length and orientation of the
individual component hairs are described more jocally, and that ;arger
operators will not emphasize this information. In fact when a larger
operator is used (w = 16), only the rough groupings of Iar.ge portions AII;
the two textures are expressed. At that resolution, there is no essentia
difference between the cauliflower texture and the _she_e}_) texture. The
differences occur at smaller resolutions where the m_d1v1dual hq1rs are
made explicit in the sheep fur, yet are not found in the cauliflower
conAVfct’fl;rmt{l)]I;Sﬁrst ‘run’ of the image with the Laplacian-of-a-Gaussian
filters of different sizes, grouping processes must t;e used for t.he TECOg-
nition of textures which present some structuring. The criteria for
grouping may be suggested by the results of the statistical measuren;ents
on the image; the items with high frequency cause the texture analyser
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Fie. 4. . .
Glfusziar"f];; ;r:ti(gjs tothlgun: ;1 {sheep and cauliflower) convelved with a difference of
at three scales. The sign of the convolution i, show i i
' op X . » shown u

:ilack to md:celxte positive _and negative regions respectively. The first pair (s;?ga‘;?litse\:il:ﬁ
2 ;E;rz:;mo \;’lth tw = 1_6hp1xels; (b1, b2) is with an operator with w = 8 pixels; ;md (cI, c2)

crator with w = 4 pixels. The convolutions are carri in a pipeli

: ) rried i
convolver, designed and implemented by N. Larson and K. X\Iishil'zaramlt i # pipetined
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to group them along the prevalent dimension. What the exact dimen-
sions are on which this grouping succeeds still needs to be elucidated.
However, it could be hypothesized that because the spatial coincidence
at all the scales of zero-crossings in the Laplacian of the intensity filtered
with a Gaussian mask reveals edges with specific orientations, and
these edges have physical correspondence to the object, distinct from
markings and shadows, it is possible that perhaps the further grouping
processes would put together these edges in contours and then in the
larger pattern repeated on the viewed surface.

The recognition errors exhibited by patients with lesions to the right
occipital lobe interpreted in this framework lead to interesting testable
hypotheses. The high incidence of confusing the texture of a pineapple
with snake skin, honeycomb, or fishnet, suggests that the similarity
of the component shapes of these patterns and the pattern of the
repetitiveness of these shapes might play an important role in recog-
nition. Indeed, in all three, the elementary shapes could be roughly
approximated by a hexagon, which is then repeated regularly on the
whole surface of the object.

A large operator of a low frequency applied to these images would
produce similar results for all; differences among these textures would
occur when V2G is used with a smaller width (w) which would process
the images more locally. In other words, steep changes are seen equally
by all sizes of operators, and these may determine the rough perceptual
category of the texture. The hexagon-like component pattern and its
repetitiveness of these shapes might play an important role in recog-
nition. Indeed, in all three, the elementary shapes could be roughly
changes capture the specific differences between textures with similar
gross structure,

Thus the interpretation of the experimental results and the result
of the computational interpretation consistently suggest that in the
recognition process range and resolution are not both required simulta-
neously. High resolution, which allows the discrimination of the fine
details on the textured surface, requires a short range for the process.
Coarse resolution, which would account roughly for the overall organi-
zation of the textured surface, involves large range operators.

ASSOCIATIVE FUNCTIONS

Associative agnosia, is a syndrome in which “a normal percept has
somehow been stripped of its meaning” (Teuber 1975). Lissauer (1880)
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defines visual agnosia as a deficit of the final conscious perception of a
sensory impression, “the piecing together of separate attributes of a
visual stimulus into a whole”. The visual agnosias involving the ‘what’
system can be further differentiated into ‘object’, ‘prosopagnosia’, and
‘colour’ agnosias.

In visual object agnosia, the patient can see an object presented
visually, he can draw it and match it accurately, but he cannot name it
or demonstrate its use. The patient P.L. seen in our laboratory is an
excellent case in point. He had severe deficits of recognizing objects or
their use. In real life situations he was extremely handicapped, since
he could not recognize objects nor could he identify their functions.
Similar to many patients with visual agnosia, when the object was
presented in a different modality, e.g., tactile, he could recognize and
name it correctly. A common characteristic of visual agnosia is the
inability to sort objects and pictures into categories determined by use
(e.g., tools) or to match representations of the same object which differ
only in scale.

These deficits led Newcombe and Ratcliff (1974) to suggest that

objects must be identified at first only on the basis on their visual
attributes, cither by template matching or by visual feature extraction.
In the absence of a unifying template, the visual features are used to
search through a lexicon for objects with similar contour, size, and so
forth. This hypothesis is appealing in that it may offer an explanation
of why visual agnosia can be partial, such that an object can be recog-
nized in its familiar surroundings (context) but not in an unusual en-
vironment, or it can be recognized when moved or rotated in the
patient’s visual field (Levine 1978). Recognition of all objects, or of only
a specific subclass (Nielsen 1937, Warrington 1975) may be affected.
Geschwind (1965) suggested that visual agnosia implies a disconnection
between an intact left hemisphere language area and visual input result-
ing from an extensive destruction of the posterior part of the left
hemisphere. Benson et al. (1974) reported an autopsy case of visual
agnosia where a combined visual-speech and visual-limbic disconnection
was suspected. Ross (1980) suggested that associative agnosia may
result from a loss of the visual memories. He described two patients
with bilateral inferior temporo-occipital lesions with severe memory
deficits. One of these patients had prosopagnosia, achromatopsia, and
spatial disorder, whereas the other paticnt’s sole complaint was the
inability to recognize recent acquaintances.

TWO HIERARCHIES OF VISUAL MODULES 73

Static visual agnosia (Botez 1975) is.a deficit of recognition oftset;u;:i
objects or letters which can be recognized _when tI-xey are presen din
their characteristic movement. Botez attrlbu‘fe_s it to 1mpa1rmc(ril o
the geniculostriate system and the spared abllle to 10ca,lfze an o
movement for recognition through the tectopu}.vmar_ nonstriate slys h_t.

Animal experiments suggest that bilateral mferior.tempo‘ria hw lb e
matter lesions may block occipito—hippocam;_)a] connections and { etre;hg
prevent the formation of new visual memories and perhaps preven

i isual memory. . B
acfrsjst?;ggjwsia descri‘;gs the inab‘ility to recognize familiar fa;:;:: rr?;i
though often the patient may perceive faces _normal.iy '(e.g._, m:3 formz
testing discrimination and matching l.s_norma]). This impairm ﬁbeg
involve associated deficits in recogmtion o‘f other weli—mrc;r%lscveras
categories such as types of trees, types of ol_)}ects (Rondqt an1 Z;losias
1969), or types of animals. In their review of the visua t?g né
Haecan and Albert (1978) brought together a numb?r of hypotheses at
clinical facts which seem to imply that prosopagnosia would rlep'resen Z
visual memory disorder. Bilateral mesial occ1p1t0_-temporal ‘eSIO;Sbai
known to cause prosopagnosia, although there is an ongoing deﬁa- te
whether unilateral right posterior lesions a19ne can produce_ thiz) efici .
Recently we have seen several patients \pth prosopagr_lom.a.f ncle p;t
tient, E.W., was totally unable to recognize members of his arncl1 y !3;
sight alone or to identify himself in a photogra.p'h. He perfor;ne Sv;sd
on the neuropsychological tasks of fi‘lCE recogr‘ut}on {Benton gceender
Milner faces). He was also impaire.d in determining the age ar:il tge ender
in a photograph of a face. Interestmgly,. he had no deﬂmt'sdm ti{; o
ing facial expressions even in faces Wh}?h he cou?d not i e;: y- s 2
side comment we note that patients with posterior right emisph ©
lesions who failed to recognize faces also scored at a very ?p?elzz !
level on the neuropsychological tasks for fa.c? recognition, ;l" 1zeverai
us to hypothesize that failure on face recognition may occur 10r'1h erdl
different reasons. One possibility might be ?urely perceptua w; ) e
cits occurring either at the feature analysis tevel or at t.he -
sketch feature level where shading, texFure, or surfaqe is analy -ghé

The necessary basic visual information is lacking fqr 1dent1f15{1nagnd ©

face. Another possibility might involve memory deficits asdfwve B and 1

is associated with bilateral occipital-temporat lesions extending in

hypocampus. _
y]gamaglv.)a to the occipito-temporal cortex produces agnosia for colour,
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or amnestic colour blindness (Wilbrand 1884), which consists of an
inability to name or point to colours on command in absence of distur-
bances of colour perception. This disorder is not necessarily related to
damage to the colour sense as the patient may perceive colours cor-
rectly. Colour agnosia may assume several forms. It may involve com-
plete inability to name colours (Pick 1908, Goldstein and Gelb 1918),
and as such it may be one-sided (Lewandowsky 1908}. Gelb and
Goldstein suggested that in colour agnosia, “there are not only defects
in colour naming, but a disturbance in naming and indicating the colour
of imagined objects”. Colour agnosia may be in a degree such that
some colours are confused one with another (e.g., yellow with red and
orange, or green with blue) (Gelb and Goldstein 1924). Oxbury et al.
(1969) distinguished two types of colour agnosia. One is colour agnosia
associated with alexia without agraphia, which may be caused by a
disconnection of the right visual center from left language centers
(Geschwind et al. 1966). The patient can perform normally on tasks
requiring processing to be carried out within one of these modalities,
but he cannot produce intermodality associations (verbal with visual
processes). In the second type of colour agnosia the deficit is in produc-
ing intramodality associations, e.g., visual-visual and verbal-verbal
(Kinsbourne and Warrington 1964). This type of agnosia is considered
to arise primarily from damage to the left parietal-temporal lobe.

Semantic Deficits of Texture and Object Recognition

Patients with posterior left hemisphere lesions have severe deficits on
the semantic identification of objects and on naming. Generally, such
patients are able to access the general category of the object, but they
fail on the identification (by name or matching) of the specific object.
I will show here examples of a similar deficit associated with posterior
left hemisphere lesions, namely a failure on texture recognition, in
spite of good perception of textures. Thus, patients with posterior left
hemisphere damage tend to produce semantic errors on the texture
recognition task discussed above. Instead of a caulifiower they would
choose a head of lettuce which is in the same semantic category, ‘veg-
etable’, as the target. Instead of matching the texture of the tire to the
appropriate silhouette, these patients often chose a truck, for example.

The empirical studies discussed in the previous section and the seman-
tic deficits described above support Vaina's {(1983) model of object
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recognition, which contains separate single modality descriptional rep-
resentations for describing different aspects of an object, together W:lth
a functional representation useful for object manipulation and action
comprehension. These various representations constitute separate pro-
cessing modules within the model, occurring aftt?r t}}e percepFua} cate-
gorization but before verbally mediated categorizations. Their goal in
the visual modality is to provide descriptions which are not cluttered
with the detailed measurements delivered by the early visual processes
but which capture the information in a form more immediately useful
for recognition and manipulation. .

It is possible that Warrington and Taylor's (1973) semantic stage
consists in fact of two stages. The first occurs after the percep'Fual
categorization (but at a preverbal stage), and its goal is toﬁasspcxate
descriptions of the object’s shape, texture, COlOllI", and function in the
visual modality, and the object’s touch, smell, weight, taste, and soEmd
in other modalities. This is consistent with the recent results of Warrlng_—
ton and Shallice (1984) which indicate that the semanticf system is
divided into material-specific components. Thus, if an associative stage
of processing which collects together the inforplation from the single
modal descriptions of the object such as its weight, cqlour, shape and
texture, followed the perceptual categorization stage, it would be con-
ceivable that impairment of the perceptual categorizations or of their
intermodal connections or incomplete perceptual processing c':ould con-
tribute to defective object recognition, and that t‘h'e deficit may bf:
selective depending upon the importance for recognition of those attri-
butes which are not processed correctly. - .

The second stage of semantic processing is verbally mediated, and it
contains the linguistic categorizations usually ref.erred to as serpantlc
memory (Tulving 1972; Smith, Schoben, and I_hps 1‘974;. Wa)"rmgton
1975; Vaina 1985, 1983). Impaired recognition, including 1_mpe‘ured' ob-
ject naming, may result from defective processir'lg‘occurrmg in cither
of these preceding stages, or from deficits in their interconnections. It
seems that the brain, after it takes the image apart, and before_ it puts
it back together into the whole object again, goes through different
stages of processing which are separately susceptible to damage. 'Ijhllls,
first the image is analysed in detail and its component charactenstlf.‘s
are detected and symbolically described. This tasl.c is carried out in
parallel equally in the most posterior parts of the right and left hemi-
spheres (Warrington and Taylor 1979; Vaina 1985). Second, a percep-
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tual categorization occurs where more global characteristics such as
shape, texture, and colour are described in special purpose modality-
specific memory systems. Processes such as indexing into these memo-
ries and searching are especially important here. The clinical studies of
brain-injured patients suggest that the right hemisphere plays a domi-
nant role in this stage of processing. Next, there is the associative
stage where the perceptual characteristics are associated together in
representations whose goal is recognition and identification of objects,
and not merely their perceptual description. Here objects could be
identified by their complex appearance and by their function or role
in actions. Clinical neurological literature suggests that this stage is
frequently carried out by the posterior left hemisphere. The verbal-
semantic stage, also carried out in the left hemisphere, involves associat-

ing names with objects and this involves a verbally mediated categoriz-
ation.

IS THE SERIAL ORGANIZATION OF VISION NECESSARY”?
The above discussion suggests a serial organization of the visual process-
ing: '

*
*

the analysis of an object according to its different dimensions,

the computation of structural percepts according to the object’s
salient properties such as shape and texture,

the association of all the specfic perceptual descriptions into a
concept of the object, and finally,

the verbal semantic stage where the object is associated with a
name and is represented in a verbally mediated presentation.

Numerous examples suggest that this serial order, however, need not
be strictly respected. Thus, for example, a few subjects with occipital
lobe lesions, the subjects (H.B. and D.V.) who had a basilary artery
infarction suggesting bilateral lesions and a large lesion of the right
occipital lobe demonstrated by CT scan studies, when presented with
the visnal texture of an elephant skin said immediately that it was a
skin. One of them (H.B.) picked out the silhouette of an orange; asked
if it could be something else, he said that it “could also be a lemon or
a green pepper, because all these have skin”. When H.B. was cued
and asked whether the correct answer could be an animal, he said:
“let’s see which animal has skin”, and then decided that animals had
fur, not skin, and thus it could not be an animal. Stmilarly, the subject
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1.M. - again with a basilary artery lesion — presented with the target
of the elephant skin, said: “wrinkles, this must be thick skin”. Then
he looked at the choice of silhouettes and pointed to the elephant and
said, “I cannot think of anything eise”.

It is possible that these subjects have associated as much as they have
been able to process perceptually of the ‘elephant skin te_xture’, not
with shape but directly with a verbally mediated semantic property
encoded in a linguistic name, ‘skin’, which their by-and-large intact left
hemisphere could handle correctly, and this name was used to index
into the conceptual representation and search for cbjects which have
‘skin’. The subject N.S., when she looked at the cauliflower texture,
said ‘curly, curly’, and then pointed to the sheep silhouette. . '

We hypothesize that a semantic feature may also be assoc_lated with
each specific type of texture {or object), and that this feature is encoded
in language and is given a name (e.g., wrinkled, skin, curly, e.tc.). Is
perhaps the semantic level more ‘stable’ and therefore more efficient for
tecognition? The perceptual descriptions carried out at the perceptual
representation level of texture or shape processing are more accurate,
and can deliver all the specific detail about the texture or shape. But
perhaps this isn’t always necessary for object recognition and .maniPu-
lation; and it is possibie that, in order to avoid combinatorial explosion
of information, the passage from perception to cognition may involve
a trade-off between accuracy and usefulness,

WHERE 1S IT?

Studies from Zangwill’s group (e.g., Patterson and Zangwill 1945) and
from Hecaen’s group {Hecaen, Ajuriaguerra and Massonet 1_954) have
shown that parieto-occipital lesions in man may impair spat;al perfor-
mance but leave intact performance on object features and object recog-
nition. Visual spatial perception includes spatial relations, spatial as-
pects of shapes such as the perception of an axis of symmetry oOf
elongation, object posture, and the perception of spe?(:]ﬁc spang} fea-
tures such as length and orientation of lines and motion analysis. We
shall discuss these different aspects of spatial perception separately.
First we will review deficits of spatial features analysis, then we will
discuss the perceptual integration and eategorization level, and finally
we will discuss visual spatial agnosias.
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FEATURES ANALYSIS
Visual Disorientation

This is a defective localization of objects in space in the absence of
visual object agnosia. The elegant and thoughtful work of Holmes
(1918, 1919) remains perhaps even today the most detailed and eloquent
description of deficits in the visual exploration of space and their com-
plex consequences for many spatial tasks. He reported six patients who
suffered penetrating missile wounds to both posterior parietal areas and
subsequently exhibited disturbances in orientation and space localiza-
tion by sight, and were unable to estimate absolute and relative dis-
tances, lengths, sizes, and thicknesses, These patients could not differ-
entiate which object was nearest and which farthest, which was most
to the left or most to the right. They were unable to determine or
compare size of objects. This resulted in patients bumping into objects
when walking. All these patients exhibited the symptom of misreaching
as well, which will be discussed later. It is important to note, however,
that Holmes attributed the failure to reach for objects which were
clearly perceived and identified, to defective spatial localization unlike
Balint (1909) who considered it to be attributable to visual-motor dis-
connection.

Binocular Stereopsis

When discussing the ‘what’ or object visual system we presented evi-
dence for the fact that right occipital-temporal lesions interfere with
the ability to extract exact form from stereopsis, although the ability
to perceive coarse figures remains intact. We also found that lesions to
the right occipital-parietal lesions completely abolish stercopsis. The
stimuli used in the experimental tasks were five random dol stereograms
from Julesz (1971). The subject is asked to judge the apparent depth
in the stereogram and to report whether a different pattern is visible
from the surroundings and then to identify its shape. Patients with right
occipital-parietal lesions were totally unable to perceive anything else
than ‘just dots’ in the random dot displays. Similar results have been
reported by Hamsher (1978) and Danta (1978).
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Visual Motion Deficits -

Riddock {1917), analysing actual records of war injuries to the occipital
region, demonstrated that movement may be recognized as a special
visual perception; that appreciation of movement returns before an
object as such is seen; that recovery of vision for movement begins in
the peripheral field. Riddock’s analysis brings supportive evidence for
the hypothesis that the elementary visual perceptions of light, of move-
ment, and of colour, and of an object may be dissociated when specific
visual areas have been injured. Zihl et al. (1983) reported a case, L.M.,
with severe disorder of movement perception in the absence of visual
field deficit and amblyopia. L.M. had a massive lesion, but Zihl et al.
{1983) suggest that the motion perceptual-deficit was due to bilateral
involvement of the temporo-occipital cortex. Detection, performance,
and localization accuracy were not impaired, nor was colour vision,
form, and stereopsis. Moving objects were seen as present in one
location and then in another but with little or no intervening movement,
L.M. had severe difficulties in coping with the real world; thus crossing
the street in the face of oncoming traffic. was difficult because a car
would seem far away and then suddenly it would be dangerously close.
L.M. was unable to pour a cup of coffee without the risk of having it
overflow, and this handicap could not be explained as an impaired
depth perception since binocular stereopsis and monocular depth were
both intact.

On formal testing, she had intact visual fields, normal visual acuity,
colour perception, and form discrimination. However, she exhibited a
specific disorder of movement perception, and she lacked pursuit eye-
movements although the saccadic eye-movements were preserved.

Studies in our own laboratory (Vaina 1988; Vaina 1989) indicate that
lesions to the right occipital-parietal area, but with the primary visual
spared, produce specific deficits of visual motion analysis. Patients with
such lesions were impaired on several motion tasks, such as relative
motion, recovery of three-dimensional structure from motion, and
speed discrimination. These patients showed no deficits on tasks of
form and colour discrimination. We interpreted the results on the mo-
tion tasks as a defect at the level of motion integration, beyond the
local motion measurement carried out by the early motion detectors in
the area 17. More recent work from our laboratory (Vaina et al., in
preparation) shows that such patients are also impaired on tasks of
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detecting motion signal in a global motion field. This is interesting since
(Newsome and Pare 1988) by and large it was found that several aspects
of visual motion interpretation are impaired in patients with right occipi-
tgl-parietai lesions, whereas patients with right occipital-temporal le-
sions perform normally on such tasks.

VISUAL ASSOCIATIVE AGNOSIA FOR MOVEMENT

Wc:: define it as (Vaina, unpublished data) a deficit of recognition of
objects in motion with the condition that when static the recognition
of tlhese objects is effortless and correct. We have studied in detail a
patient, A.L., who had a stroke in the bilateral occipital-temporal-
parietal region. Initially she was unable to recognize objects, colours,
and faces. Several months later she recovered from these deficits, bu{-
she remained with a peculiar impairment of recognition of objects,
faces, and animals when they moved. She found this very disturbing in
hfar everyday living. Most striking was her complete inability to recog-
nize animals presented as toy objects and photographs. Perhaps our
concepts of animals are closely related to the pattern of their movement,
which would explain A.L.’s deficit. »

DEFICITS OF OBJECT RECOGNITION FROM INCOMPLETE
INFORMATION AND FROM NON-CANONICAL VIEWS

We.trrington and Taylor (1973) showed that patients with right parietal
lesions could not identify objects presented as photographs taken from
noncanonical angles. However, such patients do not have any deficits
o_f recognition from photographs of the object’s canonical (prototypical)
view, Warrington interpreted these deficits as a failure of perceptual
categorization, similar to the perceptual categorization of textures dis-
cussed in the previous section. The principles of categorization here
are spatial. The object’s major axis (Marr 1982) is used as a basis for
the shape organization. Essentially, the right parietal patient group is
unable to tolerate the deviation from the prototypical representation
of objects. '
A similar task, also difficult for the right parietal subjects, is Warring-
ton’s‘ task of matching by physical identity. She suggests that this task
requires the allocation to the same category of different descriptions of
the same object. The different descriptions are expressed in viewer-
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centered representations, while it is possible that the stored memory
of objects is in terms of object-centered representations. In this view,
identification requires the ability to access an object-centered descrip-
tion. The access can be achieved through the object’s axes of elongation
or symmetry, or through identifiable features which then must be spa-
tially organized.

Warrington and James (1967) have studied patients with localized
cerebral lesions on Gollin’s picture test, a graded difficulty task of
identifying incomplete outline drawings of objects. They found that the
right parietal group was significantly more impaired on this task than
all the other patient groups tested.

Biederman (1985) carried out a similar experiment on the Gollin
figures test in a group of normal subejcts. He presented a series of
common objects (e.g., cup, glass, chair) which were degraded by dele-
tion of portions of their contour. He observed that when contours were
deleted at regions of concavity so that their end points when extended
bridged the concavity, then the components were lost and recognition
would be impossible. Thus, Biederman maintains that object recog-
nition in cases of degradation or partial object presentation can be
explained by the principle of componential recovery, which says that
the components and their specific spatial arrangement must be identified
for recognition to succeed. The identification of the spatial arrangement
is facilitated more by some orientation than by others and this depends
on the nature of the object and the parts in view. If the object has a
major axis it would most likely serve as the basis for the spatial arrange-
ment of the object parts. If a major axis is not available, but a functional
part can be extracted, then it will serve to identify the object.

Simultagnosia

Wolpert (1924) described a case who suffered of an inability to recog-
nize the meaning of a picture or a series of pictures even though
the patient could correctly appreciate all the details. Kinsbourne and
Warrington (1962) suggested that the defect was a limitation of simulta-
neous perception of visual forms which also accounted for the patients’
reading disturbances. Wolpert’s original patients could read only by
spelling the words letter by letter. Recently we studied a patient with
bilateral occipital-parietal lesions who showed distinct deficits of simul-
tagnosia. On matching tasks, in which two simple geometrical figures
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were concomitantly presented on the computer screen, she was unable
to perceive both at the same time. However, the patient’s ability to
identify the specific form of either of the two shapes was intact. Hecaen
(1954} described a patient who failed to light a cigarette because when
he perceived the match he did not also perceive the cigarette, and vice
versa. This disorder may also contribute toward failure in perceiving
more complex objects, or actions which were described earlier as deficits
of integration of visual material whose individual features can be sepa-
rately processed.

Thus we see that the ‘where’ system is involved in a specific aspect
of the perception of objects, namely in the computation of the spatial
arrangements of objects, parts, or in the accessing of the spatial refer-
ence of the object.

DEFICITS OF SPATIAL PERCEPTION, ORIENTATION, AND
RECOGNITION OF SPACE

In early processing the organization of space is entirely egocentric, and
it is based on the topographical representation of the retinal points in
the cortex. Perception of space in this context involves perception of
direction or orientation and relative localization in the coronal plane.
It has been shown that the perception of direction is disturbed following
injury to the occipital cortex. Occipital lesions may lead to a phenome-
non (Potzl 1918; Goldstein and Gelb 1918; and Bender 1939) of creating
a new center of spatial orientation which leads the individual to orient
himself to this new center which he assumes lies ahead of him. Thus
he will point erroneously or fail to grasp an object accurately. When
the field of vision goes through a reorganization about the new center,
the result will be a disturbance in spatial orientation.

More generally, the space around the individual can be considered
to be composed of functionally different subspaces: the individual’s
own body, the grasping and reaching area, the ambulatory area, and
the visual area. Different lesions in the brain may impair selectively
the perception of subspaces. Spatial disorders relative to the individual’s
own body refer to errors in recognition, naming or pointing out on
command various parts of his own body, disorders of the body image,
and unilateral neglect. Critchley (1953) suggests that unilateral neglect
may extend outward from the individual’s own space, as in dressing
apraxia (e.g., the patient may never put his right shoe on). Defects of
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body image, such as confusion between right and left parts of the bo_dy,
may be due to the patient’s inability to consider his body as an object
of his surrounding space, and to relate its subparts one to another or
to relate it as a whole to other objects. _ ‘

Examples of disorders of functions in the graspmg-rc—:_achmg space
are right-left disorientation, misreaching, and limb apraxia. The be.st—
described of these disorders is that of misreaching under visual guid-
ance, which Balint named “optic ataxia”. Balint (1909) reported that
a patient was unable to use his right hand to grasp or point at an object
even though he was looking at the object. The p&tiel:lt could almost
perform these tasks correctly with his left hand. Apraxia wias_exc]ud.ed
as responsible for this disorder because the patient could imitate with
the right hand the movements of his left hand and was also a_ble to
perform acts which did not require visual guidance (e.g., buttoning his
shirt, combing his hair). Balint suggested that the cause must be a
disconnection between the visual and the motor centers. Damasio and
Benton (1979) also described the reaching disorder in a patiept wit-h
bilateral posterior parietal lesions who consistently misseq objejcts in
the nearby space but who could perform movements which did not
require visual guidance (e.g., pointing to parts of the body, buttoning
and unbuttoning of garments). ‘

The most striking example of a functional disorder _relatwt:: to .t.he
ambulatory space is impaired topographical sense, that is, the mab.ﬂ.lty
to find one’s way around. This inability may be restricted to unfamitiar
space, and thus to reading a map, or constructing one, or it may occur
regardless of the environment.

De Renzi (1982) describes a patient who was unable to make local-

‘ization on a city map but could correctly name its streets, public build-

ings, and gates. However, he could not specify the spatial relationship
among the elements that he could verbally identify. Thus one must
carefully differentiate between verbal knowledge of space and spatial
knowledge of space. Another difference to note is that between memory
for routes, or topographical arrangement, (e.g., one’s hogse) and the
ability to do mental spatial operations required in ambulation (Butters
and Barton 1970). ' _
We suggest that the handling of the ambulatory space is dqne in
multiple coordinate systems. One system is object cent‘erecl, des1r‘a‘ble
(Marr and Nishihara 1978; Vaina 1983) for shape and object recognition
regardless of position in space; this may also be used for recognition
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in space. Another must be viewer-centered, needed for relating to the
space around as a function of the subject’s perception of space. A third
coordinate system could be used to give a frame of reference for relating
portions of the space one to another.

When the individual ambulates in space, all three systems must inter-
act. One could conceive that following damage to the brain the use of
one or more of these coordinate systems may be disturbed and this
would result in a variety of deficits.

The last spatial area functionally relevant for the individual is that
of the visual background. These deficits are common perhaps because,
as Critchley (1953) suggested, this area is served only by one sensory
modality vision. Thus, in the case of damage, there is no alternative
system to take over the impaired functions. A careful analysis of the
visual exploration tasks should reveal in part the complex architecture
of the connections between the modules of the routing and feasibility
components of the several examples of visual background deficits. We
shall comment only on visual spatial neglect.

Visual Spatial Neglect

Chedru (1976) showed that neglect could be found in tasks which do
not require visual input. Neglect should not be confounded with field
defect, rather, it may be explained by the patient’s neglect of some
internal representation of space. Some authors suggested that neglect
may be caused by a deficit of eye movements, but it has been demon-
strated that spatial neglect can be found in visual processing tasks where
it is unlikely that eye movements mediate performance (Posner et al.
1982).

Usually patients manifest visual neglect only on one side. This dis-
order has been reported under the name of unilateral neglect, visual
hemi-inattention, or amorphosynthesis (Denny-Brown et al. 1952;
Denny-Brown and Chambers 1958), or unilateral spatial agnosia. It can
be easily detected in observing the patient’s behaviour in his everyday
activities. Denny-Brown and Bankers (1954) demonstrated that patients
with unilateral inattention not only had visual disorientation in half-
field, but also omitted material in one side of the body or failed to eat
from one side of their plate. These authors believed that the deficit is
a defect of spatial summation, “a loss of fine discrimination™ or, in
other words, a “disturbance of synthesis of multiple sensory stimuli”.
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Earlier I presented this type of disorder as a spatial deficit of representa-
tion of one’s body schema. _

Bender and Furlow (1945) attribute neglect to the phenomenon of
rivalry. That is, when stimuli are presented on both sides, the normal
hemisphere will suppress the processing of the stimulus by the dafnaged
hemisphere. Another possible explanation, advanced by Critchley
(1953), Heilman and Valenstein (1972), Heilman (1979), _and Watson
et al. (1973), suggests that when neglect is multimoda.l it cannot be
explained as a defect in any sensory modality, and it must be an
attention deficit or, more precisely, a defect in the attentton-:arousal
response (orienting response). They suggest that lesions causing the
unilateral neglect syndrome cause a unilateral reduction of arous?ll, ar}d
not a reduction in the visual input. There is evidence that lesions in
the inferior parietal lobule, or the dorsilateral frontal lobe, the c.:ingulate
gyrus and the mesencephalic reticular formation may each indepen-
dently be responsible for unilateral neglect. Damasto (1980) suggested
that in addition to lesions to the right frontal iobe, lesions in the basal
ganglia cause “‘nonparietal neglect”. Mesulam and Geschvyind (19?7)
stressed that the capacity of the inferior parietal lobule in selcctmg
stimuli of interest and maintaining them in the center of awareness is
contingent upon the afferent inputs that it receives. SOI‘{IC of thfam
come from the visual association cortex and transmit visual mform_auO.n
already submitted to refined processing. Others come fltom_the h.mbic
and paralimbic cortex and convey the affective and mo_tlYatnonai input
for deciding which stimuli are significant for the individual. Otlller.s
come from the thalamic, mesencephalic, and pontine nuclei, and it is
likely that they would have an activating role. -

These studies reinforce our distinction at the computational them_'y
level, between routing and feasibility. A breakdown in. either, or in
their interaction, may cause the same observable deficit of hemi‘-n'eg‘lect.
The feasibility component is more ‘matter-of-fact’ and deal-s with visual
information, yet perhaps the processing of this information must be
directed by some ‘routing’ processes such as the control processes of
motivation, affect, attention, intention, planning, etc. Deficits may also
result from disturbances of processing in either of these components.

CONCLUSION

The theoretical framework for discussing observed deficits in the human
visual system was the computational theory proposed by Marr (1976,
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1982). In this framework, the main research goals are the discovery of
the computational modules, their information processing substrate, and
their relations in the overall visual perception of the surrounding world.
The mechanisms by which perception is achieved are beyond the scope
of the computational theory level.

We reviewed studies from the neurological literature which point out
the existence of such computational modules in the human visual Sys-
tem. We have shown evidence for separate processing of object and
spatial vision. Within each, we have shown that there are several stages,
from the analysis of elementary features, to the viewer-centered de-
scriptions of object and space, to the final object or space-centered
descriptions which assure consistency and thus provide the basis for the
cognitive processes, reasoning, planning, and linguistic communication.
The discovery of modules and an understanding of their nature can be
gained only by examining in detail the patient’s behaviour on a large
number of tasks. But it is not enough to find that a patient fails on a
task, equally important is to find what tasks the patient can do. The
decision about which tasks we should examine belongs partly to our
knowledge of the mechanism, that is, how parts of the brain are con-
nected and what their functions are; partly to the knowledge we have
gained at the computational theory level, which tells us what must be
computed in order to carry out information processing tasks; partly to
the way in which the patient does certain things; and last but not least,
partly to the informed intuition of the examiner.

By examining these issues within a theoretical and experimental
framework, we shall be able to go beyond just marvelling at how
extraordinarily complex brain functions are. We hope to begin to see
what these functions are and how they process the visual world.

However, when we observe the visual behavior of patients, when we
collect the experimental data, we have the “essential duty, common to
all scientific workers, to distinguish the apparent from the real, the
accidental technical from the preexisting and general fact. At the hour
of judgment we ought to depersonalize ourselves and forget seductive
prejudices, whether our own or others, and we must see things as if
they were contemplated for the first time. And let us not fear the
technical advances of the future because, if the facts have been observed

well, they will endure although the interpretations may change” (Cajal
1954).
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NOTES

* 1 thank Carole Graybill for editorial help. ) o
1 The Laplacian is a nonoriented second derivative operator and thus zero-crossings in

the Laplacian of the Gaussian filtered image corres.ipond to th.e locations whe:re hthef ra}:z
of intensity changes most at the scale of resolution determined by the width of ¢

Gaussian.
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