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Abstract Data on emotion processing by individuals with

ASD suggest both intact abilities and significant deficits.

Signal intensity may be a contributing factor to this dis-

crepancy. We presented low- and high-intensity emotional

stimuli in a face-voice matching task to 22 adolescents with

ASD and 22 typically developing (TD) peers. Participants

heard semantically neutral sentences with happy, surprised,

angry, and sad prosody presented at two intensity levels

(low, high) and matched them to emotional faces. The

facial expression choice was either across- or within-

valence. Both groups were less accurate for low-intensity

emotions, but the ASD participants’ accuracy levels

dropped off more sharply. ASD participants were signifi-

cantly less accurate than their TD peers for trials involving

low-intensity emotions and within-valence face contrasts.

Keywords Autism � Prosody � Facial expressions �
Signal intensity � Face-voice matching

Introduction

Individuals with autism spectrum disorders (ASD) have

significant social communication deficits, particularly in

the realm of non-verbal communication, such as the

decoding of emotion from facial expressions (Adolphs

et al. 2001; Dawson et al. 2004; de Gelder et al. 1991;

Gepner et al. 1996; Pelphrey et al. 2007) and tone of voice,

or prosody (Diehl et al. 2008; Paul et al. 2005; Shriberg

et al. 2001). There are, however, conflicting data from

facial and vocal emotion recognition tasks in this popula-

tion, indicating a potentially significant effect of task

demand on this skill. Some studies of facial expression

recognition found deficits among participants with ASD

(Celani et al. 1999; Diehl et al. 2008; Grossman and Tager-

Flusberg 2008; Philip et al. 2010) while others revealed

facial emotion recognition skills equal to those of their

typically developing (TD) peers (Gepner et al. 2001;

Rosset et al. 2008; Grossman et al. 2000). A recent review

of the facial expression literature for this population by

Harms et al. (2010) proposed that these differences in

documented facial expression comprehension levels in this

population are significantly dependent on participant

demographics, task selection, and stimulus type. Harms

et al. (2010) hypothesize that individuals with high-func-

tioning autism (HFA), i.e. those with IQ scores within the

normal range and typical, or near-typical language skills,

are susceptible to the difficulty of a facial expression

emotion recognition task, showing typical performance on

canonical, obvious expressions (Baron-Cohen et al. 1997;

Grossman et al. 2000), but are less accurate on tasks
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involving more subtle expressions, or more complex tasks

(Golan et al. 2007; Lindner and Rosén 2006; Philip et al.

2010).

There are fewer studies dealing with recognition of

emotion from auditory stimuli, specifically prosody, but the

discrepancies in their findings mirror those of studies on

facial expression recognition. Some investigations of

canonical, basic emotional expressions from voices found

no significant impairment in individuals with ASD (Bou-

cher et al. 2000; Jones et al. 2011; Grossman et al. 2010;

O’Connor 2007), while others revealed deficits in the ASD

group for similar tasks (Philip et al. 2010; Korpilahti et al.

2007) or tasks involving more subtle or complex vocal

emotional expressions (Golan et al. 2006; Philip et al.

2010; Rutherford et al. 2002).

Cue Intensity in Facial Emotion

Recently, there have been a few studies looking specifically

at the comprehension of more subtle facial expressions of

emotion among individuals with ASD. Law Smith et al.

(2010) presented dynamic emotion facial expressions to

adolescents with HFA and determined that reduced saliency

or cue intensity of emotional information reduced accuracy

of emotion recognition in the ASD group for stimuli

depicting disgust, anger, and surprise, but had no such effect

on the TD group. Kuusikko et al. (2009) showed that younger

children with ASD were significantly less accurate than TD

peers at recognizing more ambiguous emotional facial

expressions or those with lower cue intensity. Greimel et al.

(2010) collected functional MRI as well as behavioral data

on accuracy levels for high- versus low-intensity facial

expressions of sad and happy emotions. They found that the

ASD group was significantly less accurate on trials with low-

intensity expressions, but no different than their TD peers for

trials with high-intensity expressions.

Cue Intensity in Vocal Emotion

Despite this recent increase in studies of low-intensity

emotional expressions of faces, there are still very few

studies investigating the recognition of low-intensity

emotional expressions of prosody. Mazefsky and Oswald

(2007) presented emotional facial and prosodic stimuli of

varying intensity levels from the diagnostic analysis system

of nonverbal accuracy scale-2 (DANVA-2, Nowicki 2003)

to 8–15 year olds with Asperger Syndrome (AS) and high

functioning autism (HFA). Compared to the typical nor-

mative sample of the DANVA-2 the HFA group (but not

the AS group, which was defined as having higher social

functioning than the HFA group) was significantly

impaired on all prosodic emotional expressions. When the

data were divided between trials with high- and low-

intensity stimuli, it was revealed that the HFA participants

were significantly less accurate than the AS group only on

low-intensity stimuli. There were no significant differences

between the groups on high-intensity prosodic stimuli.

This apparent relationship between social competence

and the ability to discern emotion from low-intensity facial

and vocal stimuli reveals an important yet understudied

area of social communication in ASD. Specifically, the

study of low-intensity expressions of emotion represents a

significant gap in the literature so far. Although Mazefsky

and Oswald (2007) did investigate emotional expressions

in both the facial and vocal modalities, which is after all

how emotion is transmitted during daily social interaction,

they investigated these components in separate trials,

requiring participants to select a verbal label for emotional

faces in one task and for emotional voices in another task.

Social interactions, however, require the integration of both

modalities to determine speaker intent and emotional state.

Integration of Faces and Voices

Individuals with ASD have demonstrated the ability to inte-

grate timing data of visual and auditory speech information

(Grossman et al. 2009) and to derive some benefit from visual

information in a speech-in-noise paradigm (Smith and Ben-

netto 2007). The question of whether these individuals are also

able to integrate emotional information from visual and

auditory channels has not yet been studied extensively.

There are some data suggesting that individuals with

ASD are less accurate than mental-age matched individuals

with Down Syndrome at matching an emotional voice to

one of two simultaneously presented dynamic emotional

faces (Loveland et al. 1995). These data were collected

with a lower-functioning group of participants with ASD

and the intensity level of the emotional expressions was not

specified. O’Connor (2007) also found that adults with

Asperger Syndrome were less accurate at judging emo-

tional congruency between simultaneously presented facial

and vocal expressions using spoken sentences and static

images. Again, the intensity of the emotional expressions

in either modality was not mentioned.

Successful social communication requires the integra-

tion of emotional information from faces and voices and

most daily interactions rely on subtle, low-intensity

expressions, rather than high-intensity emotional displays.

There are emerging data suggesting that individuals with

ASD have greater difficulty interpreting low-intensity

emotional facial expressions, but only one study to date

(Mazefsky and Oswald 2007) investigated whether a sim-

ilar pattern exists for low-intensity emotional prosody, and

no published studies have investigated how individuals

with ASD process low-intensity versus high-intensity facial

and vocal emotional expressions in the same task.
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The purpose of the study presented here was to inves-

tigate the interaction of emotion recognition across audi-

tory (prosody) and visual (facial expression) modalities for

low- versus high-intensity stimuli. We used complete

sentence stimuli, presenting realistic sentences spoken with

low- versus high-intensity emotional prosody. In order to

create task demands similar to those of daily social inter-

actions, participants had to match the emotion of the sen-

tence utterance to one of two static faces. The facial

expressions mirrored the prosodic stimulus in terms of the

emotional intensity, but differed in emotion type (happy,

angry, surprised, or sad). The task required participants to

indicate which of the two people depicted in the images

was more likely to have produced the preceding affective

utterance. Using a combination of low- versus high-inten-

sity prosodic and facial expression stimuli and a within-

versus across- valence facial expression contrast we plan to

answer the question of how adolescents with ASD recog-

nize and integrate ecologically valid, low-intensity emo-

tional cues from voices and faces.

We hypothesize that participants with ASD will be less

accurate than their TD peers at matching prosodic and

facial expression affect for stimuli with low emotional

intensity, particularly in trials involving the more subtle,

within-valence facial expression contrast.

Methods

Participants

Two groups participated in this study: children and ado-

lescents with ASD (n = 22) and TD controls (n = 22)

ranging in age from 8 to 19 years old. All participants were

recruited through local schools, advertisements placed in

local magazines, newspapers, the internet, advocacy groups

for families of children with autism, and word of mouth.

Standardized Testing

The Kaufman Brief Intelligence Test, Second Edition (K-

BIT 2; Kaufman and Kaufman 2004) was used to assess IQ

in all participants and receptive vocabulary ability was

measured by the Peabody Picture Vocabulary Test (PPVT-

III; Dunn and Dunn 1997). Participants were selected on

the basis of standardized scores within the normal range

(plus/minus two standard deviations of the mean) to create

well matched and homogenous groups.

Diagnosis of ASD

The participants in the autism group met DSM-IV criteria

for autistic disorder, based on expert clinical impression

and confirmed by the Autism Diagnostic Interview-Revised

(ADI-R; Lord et al. 1994) and the autism diagnostic

observation schedule (ADOS) Module 3 (Lord et al. 1999),

which were administered by trained examiners. Partici-

pants with known genetic disorders were excluded. Based

on their ADOS scores, 15 participants met criteria for

autism and seven met criteria for ASD.

The descriptive characteristics of both groups can be

found in Table 1. Using a multivariate ANOVA with group

as the independent variable we verified that the ASD

and TD groups did not differ significantly in age, F (1,

43) = .059, p = .81, verbal IQ, F (1, 43) = 1.96, p = .17,

nonverbal IQ, F (1, 43) = .22, p = .64 or receptive

vocabulary ability, F (1, 40) = .66, p = .43. A Chi-

squared analysis showed that the groups also did not differ

in the distribution of gender (v2 (1, N = 44) = .17, p = 1),

Materials

Face Stimuli

We selected 64 emotional faces from the MacBrain Face

Stimulus Set database of facial expressions (Tottenham

et al. 2009), eight different faces for each of the eight vocal

stimulus conditions (four emotions 9 two intensity levels).

Half the faces were male and half were female, and all

available races (Caucasian, African American, and Asian)

were represented. The face database contains stimuli

grouped by emotion, and within each emotion group faces

are classified as ‘‘closed mouth’’ or ‘‘open mouth,’’ with the

exception of the ‘‘happy’’ group, with contains a third

classification of ‘‘happy open mouth exuberant.’’ We

selected the high-intensity stimuli of ‘‘happy’’ from the

‘‘exuberant’’ group. For the other three emotions (angry,

sad, and surprise), the high-intensity stimuli were chosen

Table 1 Descriptive characteristics of participant groups

ASD (n = 22)

M(SD)

TD (n = 22)

M(SD)

Age 13:10(2:10)

Range: 8:10–19:9

14:0(2:5)

Range: 10:2–17:11

Sex 18 Male

4 Female

19 Male

3 Female

Full scale IQ 106.7(10.6)

Range: 87–123

108.9(11.3)

Range: 87–123

Verbal IQ 101.2(14.3)

Range: 83–127

108.1(14.6)

Range: 81–127

Nonverbal IQ 109.6(19.1)

Range: 94–127

106.7(9.8)

Range: 85–116

PPVT-III 107.0(15.4)

Range: 79–138

111.3(15.3)

Range: 79–139
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from the ‘‘open mouth’’ group. Low-intensity stimuli for all

emotions were chosen from the ‘‘closed mouth’’ set

(Fig. 1).

Pilot Testing of Faces

We pilot tested a large sample of facial expressions on 15

TD adults who were naı̈ve to the intended task. Participants

were seated in front of a computer and given a button box

to record responses. We first showed the label of the

intended emotion (angry, sad, happy, surprise) on the

screen, followed by two facial expressions presented side-

by-side on the screen. Pilot participants were told to select

the face that best matched the emotion label they had just

seen by pressing the right or left buttons on the box to

represent the images on the right or left side of the screen.

Only images that were rated as matching the indicated

emotion with at least 70 % accuracy were maintained. The

mean pilot testing accuracy for face stimuli selected for the

task was 93 %. The final selection of facial expressions

contained 50 % high-intensity and 50 % low-intensity

images.

Prosodic Stimuli

We created eight declarative sentences (Table 2), selecting

the vocabulary so sentences were unlikely to carry emo-

tional content and verified this through pilot testing. Ten

pilot study participants were given the sentences in written

form and were asked to rate them on a 7-point Likert scale,

with ‘‘neutral’’ in the middle of the range, ‘‘positive emo-

tion’’ on one extreme, and ‘‘negative emotion’’ on the other

extreme. All sentences that received an average score

between 3.5 and 4.5 were deemed to carry no overt emo-

tional content and were therefore appropriate for stimulus

creation.

Stimulus Recording

We auditioned several acting students to find one male and

one female actor who were able to produce stimuli in a

range of believable emotions, as determined by three

members of the study staff. Recording sessions took place

in a quiet, closed room on university campus, with separate

sessions for each actor. Every recording session involved at

least two members of the study staff. We used a high

quality USB microphone and PC computer to record

stimuli in .wav format. We explained the experimental

design and purpose, including the use of high- and low-

intensity emotions to the actors and showed them the

selected facial expression images and printed sentences.

Prior to recording an emotional utterance, we showed each

participant the target face image and its corresponding

printed sentence. We explained that each sentence was

Facial expressions to match intensity levels of prosody 

High-intensity anger Low-intensity anger

Low-intensity positive valence (happy) Low-intensity negative valence (sad)

High-intensity negative valence (anger) High-intensity negative valence (sad)

Within-valence contrast

Across valence contrast 

Fig. 1 Sample facial expression stimuli. Note: Images depicted here

are the faces approved for publication by the NimStim database and

not accurate reflections of the images used in the study. In the task all

face pairs were matched by gender and race

Table 2 Sentences used in

study
He wants to sell his car

I’m going to buy a new

computer

My friend asked me for help

Our neighbors moved away

She bought a lot of soda

They ate all the popcorn

We’re visiting my cousin today

We watched TV all day
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supposed to be produced with declarative prosodic con-

tours, modeling the utterance-final drop in pitch charac-

teristic of such utterances (Merewether and Alpert 1990).

In order to elicit the target emotional prosody, we used

descriptive cues, such as ‘‘You are completely furious

about this’’ for high-intensity anger, versus ‘‘you find this

annoying’’ for low-intensity anger. We modeled the emo-

tional prosodic contours we expected for each emotion,

such as higher pitch, rapid rate, and a rise-fall utterance-

final pitch pattern for happy utterances, or lower pitch,

slower rate, and a lower pitch ending in sad utterances

(Grossman et al. 2010; Banse and Scherer 1996; Cosmides

1983; Murray and Arnott 2008). For each sentence, we

recorded the actors producing 4–10 utterances each in two

positive (happy, surprise) and two negative (anger, sad-

ness) emotions, providing additional direction and cues as

necessary. For the purpose of this study, surprise was

always elicited and described as positive surprise. After

completion of the recording session we brought the digital

recordings back to the lab for pilot testing and selection.

Pilot Testing of Voices

All recordings were initially verified to have good sound

quality and no excessive noise using PRAAT software

(Boersma & Weenink, 2009). Three members of the study

staff listened to each iteration of every sentence utterance

while looking at the facial expression used to elicit it. We

selected the two utterances of each sentence that best

expressed the emotion and intensity level portrayed in the

matching facial expression. We specifically attended to

whether the prosodic expressions matched the facial

expressions in terms of emotional intensity. Stimulus

selections were only considered valid if all three raters

agreed unanimously. If consent was not unanimous, a

fourth person was asked to listen to the utterance in

question. Stimuli were chosen if three raters agreed that it

clearly matched the target facial expression in emotion and

intensity. Using this method, we preselected two iterations

of each prosodic stimulus for further pilot testing. We then

created a protocol that showed the facial expression pre-

sented on a computer screen, followed by the two versions

of the corresponding sentence utterance. This protocol was

shown to 15 naı̈ve TD adult pilot study participants who

were asked to choose the utterance that best matched the

preceding facial expression through button-press responses.

Each facial expression was paired once with the two sen-

tence utterances in the emotion and intensity level that

matched the face, and a second time with two utterances

portraying the target emotion in the opposite intensity

level. The prosodic stimulus that achieved 70 % or greater

responses as matching the facial expression was chosen to

be included in the final protocol.

Pilot Testing of Task

Each prosodic stimulus was connected with a facial

expression matched on emotion, intensity, and sex of the

speaker. The next step was to add a foil face image, in

order to create pairs of facial expressions to be presented

for each prosodic stimulus. We chose foils from the sample

of pilot-tested facial expressions, so that individual

expressions could appear more than once within the task:

Either as the correct match to a prosodic stimulus, or as a

foil. Facial expressions were paired to provide three dif-

ferent contrasts: Positive–Positive, Negative–Negative

(both within valence contrasts) and Positive–Negative

(across valence contrast). As an example, an utterance with

high-intensity sad prosody could be paired with a high-

intensity sad face and a high-intensity happy face (across-

valence), or a high-intensity sad face and a high-intensity

angry face (within-valence). The two facial expressions

presented side-by-side within a trial differed from each

other only on emotion, but never on intensity, sex, or race.

The within-valence face contrast was designed to be

more difficult than the across valence face contrast, since it

required the more fine-grained choice of a specific emotion,

rather than the more general choice of positive or negative

valence. We pilot tested this complete task on a group of 10

adult TD participants who were naı̈ve to the task and the

stimuli. Participants were told to listen to the prosodic

stimulus and look at the two facial expression images

presented side-by-side on the screen. Their task was to

determine which of the two individuals seen on screen was

most likely to have produced the preceding utterance. Pilot

study participants achieved a mean accuracy of 88 %.

Every stimulus combination (voice, target face, foil face)

reaching at least 70 % accuracy was maintained for the

final version of the task. There were three positive–positive

within-valence face contrast trials that achieved only 60 %

accuracy in pilot testing. Investigating the pilot data fur-

ther, we noticed that there were only nine trials with

accuracy rates below 80 % and that seven of those trials

were positive–positive within-valence contrasts. Since each

of the stimuli had been pilot tested prior to inclusion in the

task and confirmed to be representative of their target

emotion, we concluded that the positive–positive within-

valence comparison was simply too difficult even for TD

adults. We decided to keep the trials in the task for the sake

of symmetry (equal number of positive and negative

emotion trials), but eliminate them from the final analysis.

We will discuss possible explanations for this finding in the

‘‘limitations and future directions’’ section of this paper.
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Task Creation

We created two pseudorandomized and counterbalanced

stimulus sequences for the final task and alternated pre-

sentation of the sequences with each participant so that

about half the participants saw version one and the other

half saw version two. Both versions of the task contained

all eight sentences, each presented in all four emotions.

Eight of these 32 unique stimuli were produced with high

prosodic intensity by a female speaker, eight with low

intensity by a female speaker, eight with high intensity by a

male speaker, and eight with low intensity by a male

speaker. These 32 stimuli were repeated twice within the

study, once with a within-valence facial expression contrast

and once with an across-valence facial expression contrast

for a total of 64 pseudo-randomized face-voice matching

trials per sequence. The location of the correct and incor-

rect faces (left vs. right) was counterbalanced across pre-

sentations within each sequence.

Procedure

We provided all participants and their caregivers with the

IRB approved Informed Consent form, explained the study,

and answered any questions. Participants 12 years and

older signed Assent forms in addition to the Consent forms

signed by their caregivers. We then led participants into the

testing room and familiarized them with the computer and

response button box. Participants were seated a comfort-

able distance from the computer screen and speakers were

set at an easily audible volume. During the training run for

the task we could adjust the volume based on participant

feedback if necessary. The task was introduced using

simple, easily understood language. Participants were told

they would first hear an utterance spoken by somebody

who was angry, happy, sad, or surprised. Sometimes that

person would be very angry and other times just a little bit

angry and so on for all the other emotions. After the person

was done saying the utterance, participants saw two faces

on the screen side-by-side. Participants were asked to

decide which of the two faces was more likely to have said

the preceding utterance, indicating their choice by pressing

the right or left button on the button box to represent the

image on the right or left. We encouraged participants to

listen and look closely and make their decisions as quickly

as possible without making mistakes. No part of the

instructions specifically requested that participants attend

to the emotional content of the face or voice. The task was

simply explained as having to determine ‘‘who said that?’’

Participants first completed a training run which mim-

icked the task, but during which they were provided with

corrective feedback after each button press. Once partici-

pants pressed a button to indicate their choice, the incorrect

face disappeared from the screen and only the correct face

remained. At the same time study staff provided positive

reinforcement for the correct choice. All participants pas-

sed the training run, which was achieved by responding

correctly three out of four times, and moved on to the

experimental task, which took less than 5 min to complete.

Results

The hypothesis of this study focuses on the relative accu-

racy levels of low- versus high-intensity emotional stimuli

and within- versus across-valence facial expression con-

trasts. We therefore grouped data for analysis according to

emotional intensity and face contrast of the stimuli, rather

than by individual emotions. All data were normally

distributed.

Main Effects

Our first analysis was to determine whether there were

main effects for any of the different stimulus conditions.

We therefore conducted a 2 (group) by 2 (emotional

intensity) by 2 (face contrast) repeated measures ANOVA,

which revealed a main effect for intensity (F (1,

42) = 100.9, p \ .001, partial g2 = .71). Both groups were

more accurate for high-intensity emotions than low-inten-

sity emotions. There was also a main effect for contrast

(F (1, 42) = 5.2, p = .028, partial g2 = .11) with both

groups more accurate on trials with across-valence face

contrasts than those with within-valence face contrasts. As

expected, accuracy levels for within-valence contrasts of

positive valence emotions (happy vs. surprise) were very

low for both groups and even at chance for low-prosody

trials. The TD group’s mean accuracy was 52 % for low-

intensity and 65 % for high-intensity samples of this type.

In contrast, the TD group reached mean accuracy levels of

84 % for low-intensity within-valence samples with nega-

tive emotion, and 95 % for high-intensity samples of the

same type, confirming our pilot results that the differenti-

ation of happy and positive surprise was too difficult even

for the control group. Accuracy levels for each trial type

can be found in Table 3. As planned, we included only

trials with negative valence (angry and sad) in the within-

valence category for further analysis.

The same group 9 emotional intensity 9 face contrast

ANOVA also revealed a significant group by intensity

interaction (F (1, 42) = 13.6, p = .001, partial g2 = .24)

showing that the accuracy levels of the ASD group dropped

off more sharply for weak emotional stimuli than those of

the TD group, and an intensity by contrast interaction (F (1,

42) = 14.5, p \ .001, partial g2 = .26) indicating a com-

bined effect of emotional intensity and face contrast on

accuracy overall (Fig. 2). There was no contrast by group
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interaction (F (1, 42) = .7, p = .403, partial g2 = .02) or

intensity by contrast by group interaction (F (1, 42) = 2.8,

p = .101, partial g2 = .06).

Face-Voice Interaction

To further test the hypothesis that variations in emotional

intensity as well as face contrast influence accuracy levels,

we conducted a one-way ANOVA (sphericity was

assumed) for all four conditions (high-intensity emotion

and within-valence face contrast, high-intensity emotion

and across-valence face contrast, low-intensity emotion

and within-valence face contrast, low-intensity emotion

and across-valence face contrast), which revealed a sig-

nificant group difference for trials with low-intensity

emotions and the more subtle within-valence face contrast

(F (1, 43) = 8.1, p = .007), as well as a trend for group

differences for samples with low-intensity emotion and

across-valence face contrast (F (1, 43) = 3.5, p = .069).

There was no significant between-group difference for

trials with high-intensity emotion, regardless of whether

the face contrast was across-valence (F (1, 43) = .0,

p = .998), or within-valence (F (1, 43) = .4, p = .512,).

Typical Participants

To investigate the differences between these four condi-

tions within each participant group, we conducted pairwise

within-group t-tests. Dividing the data first according to

emotional intensity, results for the TD group indicate the

expected significantly higher accuracy levels for stimuli

with high-intensity emotion (M = 94.3, SD = 7.2) versus

those with low-intensity emotion (M = 89, SD = 8.2)

in the across-valence face conditions (t (21) = 2.7,

p = .013), as well as significantly higher accuracy levels

for stimuli with high-intensity emotion (M = 94.9,

SD = 8.3) versus those with low-intensity emotion

(M = 84.1, SD = 14) in the within-valence face conditions

(t (21) = 4.1, p = .001). These data show that low emo-

tional intensity significantly and negatively affects emotion

processing accuracy in the typical group, with no additional

effect on accuracy caused by the face contrast variation.

Looking at the same data, but pairing conditions across

face contrast, rather than emotional intensity, we found no

significant within-group differences for the TD participants

in accuracy levels for stimuli with across-valence face

contrast (M = 94.3, SD = 7.2) versus those with within-

valence face contrast (M = 89, SD = 8.2) in the high-

intensity emotion conditions (t (21) = -.3, p = .807), and

no significant within group differences in accuracy levels

for stimuli with across-valence face contrast (M = 89,

SD = 8.2) compared to those with within-valence face

contrast (M = 84.1, SD = 14) in the low-intensity emotion

conditions (t (21) = 1.4, p = .190). These data suggest

that within each intensity condition there is no significant

effect of face contrast difficulty on emotion processing

accuracy levels for TD participants.

ASD Participants

The results are similar, with one crucial difference, for the

ASD group. The same pair-wise comparisons across

emotional intensity conditions reveals significantly higher

accuracy levels for stimuli with high-intensity emotion

(M = 94.3, SD = 6.4) versus those with low-intensity

emotion (M = 84, SD = 10) in the across-valence face

conditions (t (21) = 5.4, p \ .001), as well as significantly

higher accuracy levels for stimuli with high-intensity

emotion (M = 96.6, SD = 8.8) versus those with low-

intensity emotion (M = 72.2, SD = 13.9) in the within-

valence face conditions (t (21) = 7.3, p \ .001). These

data show that the ASD group is as susceptible to varia-

tions in emotional cue intensity as the TD group.

Looking at the data across face contrast conditions we

find no significant within-group differences for the ASD

participants in accuracy levels for stimuli with across-

valence face contrast (M = 94.3, SD = 6.4) versus those

with within-valence face contrast (M = 96.6, SD = 8.8) in

the high-intensity emotion conditions (t (21) = -1.2,

p = .261), again mirroring the results for the TD group. In

contrast to the TD group, however, the ASD group does

show a significant within-group difference in accuracy

levels for stimuli with across-valence face contrast

(M = 83.8, SD = 10) versus those with within-valence

face contrast (M = 72.2, SD = 13.9) in the low-intensity

emotion conditions (t (21) = 3.8, p = .001). This result

indicates that, although both participant groups are sus-

ceptible to changes in emotional intensity, only the ASD

Table 3 Accuracy (in percent correct)

ASD (n = 22)

M(SD)

TD (n = 22)

M(SD)

Emotional intensity strong

Positive-positive face contrast

71 (19) 65 (17)

Emotional intensity weak

Positive-positive face contrast

56 (17) 52 (20)

Emotional intensity strong

Negative-negative face contrast

97 (9) 95 (8)

Emotional intensity weak

Negative-negative face contrast

72 (14) 84 (14)

Emotional intensity strong

Positive–negative face contrast

94 (6) 94 (7)

Emotional intensity weak

Positive–negative face contrast

84 (10) 89 (8)
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group shows an additional reduction in accuracy for trials

involving the increased difficulty of a within-valence face

contrast (Figs. 3, 4).

Discussion

The aim of our study was to investigate whether adoles-

cents with ASD are more susceptible than their TD peers to

low- versus high-intensity emotional expressiveness in

faces and voices. We hypothesized that the ASD group

would show significantly lower accuracy for low-intensity

versus high-intensity emotional expressions compared to

their TD peers and that a within-valence facial expression

matching task would lower their accuracy rates even fur-

ther. Our data clearly confirm that initial hypothesis.

The results of this study show that both participant

groups are susceptible to manipulation of emotional cue

intensity in the pairing of prosody to facial expressions.

There is evidence to show that decreased saliency of

emotion in the voice results in reduced neuronal activity

among TD participants (Leitman et al. 2010). As intensity

diminishes, so does the saliency of the expressed emotion,

explaining why even TD participants were less accurate for

low-intensity stimuli. However, participants with ASD are

clearly more vulnerable to such variations, showing accu-

racy levels that drop significantly more sharply for low-

intensity emotional stimuli than those of their TD peers.

When asked to select the most realistic facial expression

from a range of mildly expressive to exaggerated, indi-

viduals with ASD were more likely than their TD peers to

choose the exaggerated expression as being the most

realistic (Rutherford and McIntosh 2007). These data

suggest that individuals with ASD may require greater

levels of expressiveness to recognize an emotional

expression and are potentially less sensitive to subtle

emotional expressions. The data presented here support

that hypothesis, by showing that adolescents with ASD

showed a significantly sharper drop in accuracy from high-

intensity to low-intensity stimuli, compared to their TD

peers. This finding may therefore reveal underlying deficits

in adolescents with ASD that are otherwise masked through

the common use of high-intensity emotional expressions in

research studies.

In addition, adolescents with ASD appear to integrate

and use both visual and auditory emotional information in a

face-voice matching task and are highly susceptible to

manipulation of saliency in both modalities. This can be

seen in the fact that the ASD group was significantly less

accurate for trials involving low-intensity emotional pros-

ody and a more subtle, within-valence facial expression

contrast for emotion matching. This effect is also demon-

strated in the pairwise comparisons of the different con-

ditions, where both participant groups showed significantly

Fig. 2 Accuracy levels for emotional intensity and face contrast

combinations. Error bars are standard error. ISAV emotional intensity

strong, across valence contrast; ISWV emotional intensity strong,

within valence contrast; IWAV emotional intensity weak, across

valence contrast; IWWV emotional intensity weak, within valence

contrast

Fig. 3 Accuracy levels for emotional intensity. Error bars are

standard error

Fig. 4 Accuracy levels for face contrast. Error bars are standard

error
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lower accuracy for low intensity versus high intensity

samples, but only the ASD group demonstrated signifi-

cantly lower accuracy for the more subtle within-valence

face contrast trials compared to the across valence trials for

stimuli with low-intensity emotion. Overall these data

strengthen and support the limited evidence available so far

showing decreased accuracy for recognition of low-inten-

sity emotional expressions. Since most of the published

data relate to the responses of individuals with ASD to low-

intensity facial expressions, our data provide an important

contribution to the literature on recognition of low-inten-

sity prosodic affect in this population, as well as on the

integration of emotional cues from facial and vocal

modalities within the same task.

Our data expand on the study conducted by Mazefsky

and Oswald (2007) who investigated processing of high-

versus low-intensity facial and prosodic expressions by

individuals with ASD. There is some correspondence

between our data and those reported by Mazefsky and

Oswald, both indicating greater difficulty among partici-

pants with ASD in the processing of low-intensity stimuli.

However, the work by Mazefsky and Oswald presented

stimuli in each modality (face and voice) in separate tasks

and asked participants to identify emotions using verbal

written labels. In contrast, our study used a more ecologi-

cally valid task of matching an emotional sentence utter-

ance to one of two emotional facial expressions. Our task

was intended to provide stimuli and a study design that was

more closely related to the requirements of social interac-

tions, where individuals must extract speaker intent and

emotional state from both auditory and visual channels and

integrate those two modalities. The task presented here

introduced an additional level of difficulty through the

within-valence versus across-valence facial expression

contrasts. This second level of difficulty revealed the

important finding that individuals with ASD are signifi-

cantly less skilled at choosing the correct face-voice match

when the two facial expression options are more similar to

each other. This result clearly indicates that task demands

play an important role in determining the emotion pro-

cessing abilities of individuals with ASD.

According to Harms et al. (2010) one factor contributing

to the conflicting data on facial and vocal emotion recog-

nition in the published literature may be found in the

potential use of compensatory strategies by individuals

with ASD. In the study presented here, the binary facial

expression choice allowed for the use of such compensa-

tory strategies in half the trials. In the across-valence

samples, participants had the opportunity to verify their

initial interpretation of each emotional prosodic expression,

or support a guess, along the valence domain. If partici-

pants with ASD were unsure of their interpretation of the

auditory emotion, they were able to use the compensatory

cognitive strategy of narrowing down the possible options

by valence. Without having to determine the specific

emotion, participants could use a method of elimination,

excluding the facial emotion clearly representing the

opposite valence of the auditory stimulus. In trials where

the facial expression choice was within-valence, partici-

pants were forced to commit to their choices of a specific

emotion without additional cues about valence being pro-

vided. Although TD participants were less accurate for

emotional expressions produced with more subtle emotion,

they showed no difference in accuracy for across-valence

versus within-valence face contrast trials. This indicates

that they did not require secondary confirmation of their

prosodic affect interpretation through the across-valence

facial expression choice. Overall, the significantly lower

accuracy levels of the ASD group for trials involving both

the low-intensity emotion cues and the within-valence face

contrast shows that adolescents with ASD are more sus-

ceptible to cue-intensity manipulations of both modalities

than their TD peers and may use facial expression valence

to confirm their interpretations of prosodic affect. The use

of compensatory strategies is one possible explanation for

these findings, but must be further investigated for confir-

mation. It is also possible that the reduced accuracy of

adolescents with ASD for the low-intensity-within-valence

conditions was simply caused by increased task difficulty,

which may have affected this population more than their

TD peers, who have less difficulty with emotion processing

and face processing in general.

One important implication of our findings is that indi-

viduals with high functioning ASD, who show normal

accuracy levels for high-intensity emotions, still have great

difficulty interpreting low-intensity emotional expressions.

During daily social interactions, adolescents with ASD are

more likely to encounter subtle, low-intensity facial and

vocal expressions, rather than high-intensity expressions.

Our present results may begin to explain why high-func-

tioning individuals with ASD are capable of performing

emotion recognition tasks for high-intensity, canonical

emotional expressions in research environments, but con-

tinue to have great difficulty interpreting more subtle

emotion and speaker intent during everyday face-to-face

interactions.

This interpretation is also supported by existing data on

children with nonverbal learning disability (NLD). Baum

and Nowicki (1998) used the diagnostic analysis of non-

verbal accuracy-adult prosody (Nowicki and Duke 1994) to

present high- and low-intensity prosodic stimuli to adults

with NLD who were characterized using a range of stan-

dardized tests. One of their main findings was that reduced

accuracy scores for low-intensity prosodic stimuli were

significantly correlated with standardized scores reflecting

increased social difficulty. This correlation between
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recognition of low-intensity prosodic emotion and social

skills may help explain the social deficits shown by indi-

viduals with high functioning autism who can recognize

high-intensity prosodic emotions, but have significant

deficits recognizing low-intensity prosodic emotions.

Children and adolescents with ASD consistently present

with deficits in social interactions as one of the central

tenets of their diagnostic profile. And yet many studies

document intact recognition of emotional facial and vocal

expressions in this population (Baron-Cohen et al. 1997;

Gepner et al. 2001; Rosset et al. 2008; Grossman et al.

2000). Based on our results, we propose that this discrep-

ancy between intact lab-based performance and decreased

ability to interpret emotional expressions in daily social

interaction may at least in part be explained by the lower

intensity of natural facial and vocal emotional expressions

encountered during typical social engagement.

Limitations and Future Directions

Our data present unique and novel information on the

processing of high- versus low-intensity emotion in the

context of an ecologically valid task using within-valence

and across-valence facial expression matching. One limi-

tation is that we were not able to collect reliable reaction

time data. Using accuracy data alone, it is not possible to

conclusively determine that individuals with ASD use a

compensatory strategy to achieve face-voice matching of

low-intensity emotional stimuli. Our accuracy data strongly

indicate this to be the case, but future studies should collect

reaction time data as well, to verify that theory.

In order to maintain sufficient power to conduct the

targeted comparisons across all emotional intensity and

face contrast conditions, we did not separate the data

according to emotions. Doing so would have given us 32

conditions, rather than eight, with only two samples per

condition per participant. Future investigations may want

to consider using more samples in order to create a larger

corpus of data and allow for analysis of each of the con-

ditions (all variations of emotional intensity and face

valence contrast) across different emotions. Another ave-

nue for follow-up studies would be to use large enough

cohorts of participants across the entire autism spectrum to

allow for comparisons of participants with greater or fewer

social deficits. This would enable further investigation into

whether degree of social impairment is correlated with

reduced ability to determine affect from low-intensity

prosodic information.

Finally, the inability of either participant group to dif-

ferentiate between stimuli showing happy and surprise

emotions warrants further investigation. Our data show that

even though each of the face and voice surprise and happy

stimuli were successfully recognized in isolation by our

pilot participants, the differentiation between happy and

surprise proved too difficult in this face-voice matching

task. There is evidence to suggest that the dynamic facial

expression properties of surprise and happy expressions are

very different, particularly in the speed and slope of facial

feature movements (Grossman and Kegl 2006). In contrast

to natural face-to-face interactions, still photographs of

emotional faces don’t contain these dynamic features,

making the distinction between the facial expressions more

difficult to determine. It is possible, that replication of this

task with dynamic, as opposed to static, facial expressions

would result in improved accuracy for this contrast type.

Conclusion

High functioning adolescents with ASD are as accurate as

their TD peers at matching sentence-length affective prosody

to static facial expressions for high-intensity basic emotions.

For low-intensity emotional expressions accuracy drops

more sharply for individuals with ASD than for their TD

peers. When emotional intensity is low and the facial

expression contrast is within-valence, adolescents with ASD

are significantly less accurate at matching affective voices

and faces than their TD peers. These data indicate that ado-

lescents with ASD who are capable of discerning high-

intensity emotional expressions may still have significant

difficulty interpreting affect from more ecologically valid,

low-intensity facial and vocal expressions.
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