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1 Introduction and Problem Statement

A common problem inherent to optical microscopy is that of image blur from a defocused microscope.
When an object exists outside a microscope’s depth-of-field (DOF), or the region over which an
imaging system perceives an object with minimal aberrations, the additional light propagation from
the object to the microscope image plane introduces blurring and a loss of resolution to the final
image. This blur effectively results from the spatially-variant nature of the microscope’s Point Spread
Function (PSF) along the axial direction as shown in Figure 1. This PSF can be predicted and
removed with a well-characterized microscope and analytically-based deconvolution methods [11,
15], but this approach is not feasible for commercial microscopes with proprietary design parameters.
When considering time-sensitive or non-repeatable biological measurements with such systems, the
inability to deconvolve defocus blurred images can impair biology researchers and diagnosticians
from evaluating their specimens. This limitation thus creates a need for a fast, simple tool that
corrects image defocus without requiring prior knowledge of the imaging system [16]. We propose
using convolutional neural networks for deblurring images taken under these defocus conditions
and utilizing analytical-based minimization techniques for recovering the imaging system’s unknown
physical parameters.

2 Inverse Problems, Analytical Reconstruction Methods, and
Neural Networks

The general problem of image deblurring is well-characterized and traditionally solved using ana-
lytical methods leveraging the physical understanding of the underlying system and various regu-
larization mechanisms. Prior knowledge of the system’s physical constraints enables a simulation of
the forward model to be used during the image restoration process that restricts the overall solution
space to physically relevant results with a minimized risk of overfitting. These methods can have
closed-form or iterative solutions using simple methods such as the moore-penrose pseudoinverse
and Tikhonov regularization or modern optimization algorithms implementing FISTA or ADMM,
respectively [2, 1]. The latter methods are advantageous as they allow additional denoising priors
such as sparsity or total variation to be implemented for further constraining the inverse problem.
These methods are not immediately available for this project, however, due to our assumption that
the system’s forward model is an unknown parameter unavailable to the user.

Deep Neural Networks (DNNs) have been used as an alternative approach to solving such inverse
deblurring problems. Unlike traditional analytical methods, DNNs use large training datasets to
learn optimal weights over many ’deep’ convolution layers for achieving a specific task. When trained
properly, the DNN acts as the inverse operator for correcting the specific undesirable aberration in
the input image. DNNs have been implemented for numerous deblurring applications including
motion and defocus correction [18, 6]. The basic structural elements and breadth of architectures
that have already been applied to biological applications are reviewed in [13].

While DNNs exhibit impressive visual results, purely network based reconstructions are inher-
ently difficult to trust. The ”black box” learning approach of DNNs can introduce artificial features
to the output image that could cause misdiagnoses when used in biology for diagnostics or cell mor-
phology applications. These artifacts can be mitigated through large training datasets, but this is
computationally expensive and not feasible in many biological situations with sparse datasets. For
these reasons, groups have begun investigating hybrid inverse problems combining neural networks
with well-established analytical methods and optimization-based techniques.

In these combined approaches, the use of DNNs depends on the research groups’ trust in the
network output. In minimal trust cases, neural networks are used purely for denoising purposes,
as shown by Jin et al. where the network is trained to correct artifacts introduced from the object
reconstruction [10]. Work by Dong et al. and Gupta et al. places more trust in the network and use
CNNs as a denoising prior when solving the inverse problem with ADMM [8, 5]. These works train
the network for projecting the estimate from gradient descent and other iterative methods onto a
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convex set, thereby utilizing the network’s denoising capabilities for improving the object estimate
when solving the inverse problem. Others have explored this as well in other imaging applications
such as Magnetic Resonance Imaging and for generating a universal network-based inverse problem
solver [17, 3].

Very recently, work by Yang et al. and Jiang et al. have investigated microscope defocus
correction addressing the same need investigated by this project [9, 20]. These purely DNN-based
techniques apply a network for image classification rather than image restoration to determine a
microscope’s defocus position during the image acquisition process. This classification enables real-
time updating of the microscope’s physical position for correcting the defocused image without
possibly introducing artifacts from network-based image restoration methods [9, 20]. We note these
works provide more trust-worthy images by correcting the imaging system during acquisition, but
we differentiate our work by enabling the user to deblur out-of-focus images taken retro-actively
using DNN-based image restoration.

3 Project Implementation

Our project uses a hybrid DNN and optimization-based approach for recovering in-focus microscope
images from defocused images taken by a microscope with unknown physical parameters. We place
significant trust on an encoder-decoder neural network for directly refocusing the microscope images
using an open source dataset of microscope images discussed in further detail below. We use a
modified U-Net architecture, shown in Figure 2, for the refocusing process and use the outputs
from the network combined with the input defocused image to estimate the unknown system PSF
using optimization-based methods.

In the first portion of this section we provide a brief overview of the optics behind microscopy
describing the forward model, followed by a description of the dataset used for training the neural
network, the network itself, and finally the inverse problem formulations used for estimating the
imaging system’s PSF. We subsequently discuss the results from this project in the next section on
both the network and PSF estimation process and make final comments on the project’s limitations
and future steps in the conclusion.

3.1 Optical Imaging Model

A diagram of the optical imaging system and forward model can be seen in Figure 1. We assume
that we have a commercial, diffraction-limited microscope with circular optical elements and minimal
optical aberrations imaging fluorescent cell samples based on the chosen BBBC006v1 fluorescent mi-
croscopy dataset from the Broad Bioimage Benchmark Collection [12]. Without optical aberrations,
we assume the microscope acts as a linear shift-invariant imaging system in the transverse direction
and is shift-variant with a changing PSF at different defocus planes along the axial direction. This
shift-variant PSF for different focal planes can be seen in Figure 1, where the sidelobes from the
PSF increase in energy with increasing defocus distance and result in resolution loss and image
blur. From evaluating fluorescent microscope images, we may also assume the system follows an
incoherent imaging model. The level of coherence of an imaging system refers to the phase behavior
of the observed electromagnetic fields captured by the imaging system. Because CCDs, CMOS, and
other optical sensors are too slow for measuring the phase and amplitude of an optical field directly,
the resulting image at the camera plane is the time-averaged intensity of the observed optical fields
filtered by the microscope PSF. When the observed fields are coherent and in-phase with each other,
the resulting intensity from a single plane in the object is a direct convolution of the complex fields
convolved with the system’s coherent PSF:

g(:c,y):|f(x,y)®PSF(a:,y)\2, (1)
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Figure 1: Imaging System Overview, Forward Model, and Fluorescent Microscope Images Under In-
Focus and Defocused Imaging Conditions. Images of the microscope and microscope Point Spread
Function (PSF) adapted from [15].
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where f is the observed field from the object, PSF is the system PSF, and g is the observed intensity.
The PSF for coherent imaging directly relates to the maximum acceptance angle, or numerical
aperture (NA), of the imaging optics. Given circular optical elements with no aberrations, the PSF
at the in-focus plane is the inverse Fourier transform of a circular low-pass filter with a cutoff spatial
frequency based on the microscope NA:

PSF(z,y) =F Y{P(vs,v,)}, (2)

1 /.2 2 <« NA
P(Vamyy) :{ v (3)

0 otherwise,

where A is the optical wavelength, P denotes the filter function in the Fourier space, and v,,v,
denote the transverse spatial frequencies. When defocused, a propagation factor describing the light
diffraction over the defocus distance is convolved with the system PSF, shown here as a product in
the Fourier space:

PSF(x,y) :f_l{P(VI,Vy)W(Vw7l/y7Zd)}7 (4)

W (vg, vy, 24) :6j27r)\zd[1+ﬁ(ug+vj)]’ )

where we use d to denote the defocus condition. In the coherent case, this PSF becomes complex with
defocus due to the propagation term W and is difficult to recover without further approximations.
When the observed fields from the object are out-of-phase and incoherent with each other, however,
the time-averaged intensity at the image plane results in a removal of any interference between the
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observed fields and results in an intensity-based convolution of the microscope PSF with the object
field:

9(zy) = |f(z,y)]? @ |PSF(z,y)[*. (6)

A full derivation behind this incoherent imaging system model can be found elsewhere [7]. The
imaging system considered here assumes the model shown above, as the fluorescing particles at each
point in the image dataset emit light independently of one another and thus have no phase relation.
We thus aim to recover this intensity-based incoherent PSF, which we define with simplified notation
as the blurring kernel k(z,y):

k(z,y) = |[PSF(z,y)l, (7)

matching our forward model displayed in Figure 1. Since this kernel is fundamentally a convolution
of two circular filters in the Fourier domain, we can assume this kernel has compact support in the
Fourier space, is isotropic in the spatial and Fourier domains, is non-negative, and will resemble
a bessel function in the spatial domain. This model and these assumptions were our basis for
simulating our own blurred dataset and recovering an estimate of the blurring kernel k(z,y) in this
project.

3.2 Training Datasets

As previously mentioned, we utilized the BBBC006v1 dataset for training our network to refocus
images captured at a given defocus plane [12]. This dataset contains images of human U20S osteosar-
coma epithelial cells labeled with Hoechst 33342 and Phalloidin fluorescent dyes taken at in-focus
and out-of-focus positions using a fluorescent microscope. A total of 768 fields of view containing
different U208 cells are available with 32 image sets taken at defocus planes spanning +32um with
2um axial stepsize between each defocus image set. For the current investigation, we use images
obtained only from the phalloidin fluorophores staining the cell membrane. The phalloidin fluores-
cent images provided fine detail and high-frequency features from the cell over the Hoeschst stained
images and were selected for adequately testing the network’s refocusing capabilities. We had a total
of 768 image pairs for our training network, and the networks discussed below used an approximate
80 : 20 split of training to testing data, respectively.

For evaluating our recovery of k(z,y), we required a secondary dataset for training the neural
network with a known blurring kernel so that we had a ground truth kernel when evaluating our
estimated PSF. Based on the previously described forward model, we simulated a new dataset
of blurred images over a range of defocus positions from the in-focus images in the experimental
dataset. This system was assumed to have 20x magnification, a 0.25 NA maximum acceptance angle,
and a pixel spacing of 6um at the camera plane based on common biological imaging microscope
parameters. We also filtered the in-focus images from the experimental dataset with the incoherent
PSF without defocus blur to generate new in-focus images for the simulated microscope system.
This step was taken to make sure the network was not possibly learning higher resolution features
from the experimental dataset that would not be present in the simulated system with a maximum
frequency bandwidth of 0.25 NA. Simulated defocus images were generated for 2-10um in stepsizes
of 2um, 15um-30um in steps of 5um, and a 40pum defocus with significant blurring where network
recovery of an in-focus image was expected to fail.

3.3 Neural Network

The neural network used for image deblurring is a modified version of the U-Net DNN proposed by
Ronneberger et al. (Fig. 2) [14]. The original U-Net architecture was an image classification network
for segmenting a biological image of cells into cell and non-cell regions. Since its original publication,
this architecture has been used extensively in other classification and image restoration tasks and was
chosen based on these other uses. This architecture features an encoder-decoder network with ten
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Figure 2: Modified U-Net Architecture Employed for Training on both Synthetic and Experimental
Datasets.

convolution layers using rectified linear unit (ReLu) activation on the encoding and decoding sides
with 2x2 max pooling for reducing the image size during the encoding process and 2x2 upconvolution
for restoring image size in the decoding process. This encoder-decoder scheme enables the initial
shallow convolutional layers to learn localized feature maps while the deep layers following max
pooling should correspond to global features in the downsampled image. We hoped that this design
would learn a generalized version of the blurring kernel at these deep convolutional layers in the
U-Net structure and provide edge-preservation from the network’s upper layers. From the original
U-Net, we modified the architecture by preserving the image size following each convolution step
and introduced an additional convolution layer at the end of the decoding process for removing the
pixel-wise segmentation process of the original U-Net.

3.4 Inverse Problem Formulation

A stated objective of this project is to recover the unknown blurring kernel from the microscope using
the network refocused and blurred microscope image. For this task, we utilized the assumption that
the circular optical elements generate an isotropic PSF to recover a one-dimensional PSF estimate, .
This choice was made for easing the computational complexity of the inverse problem. We design a
linear operator B to map this one-dimensional PSF representation into the two dimensional isotropic
space. Initially, we attempted to directly estimate the one-dimensional representation of the PSF.
However, to reduce computational burden, we eventually opted for two-dimensional PSF recovery
in the Fourier space. In this way, we estimate the two-dimensional PSF and later use the operator
B to project the estimate into the space of isotropic images. This section will introduce notation
for our problem, the design of operator B, and our two different reconstruction methods.

3.5 Notation

Figure 1 shows the blurring forward model of the system. In vector format, the in-focus image f is
convolved with the linear shift invariant PSF k to produce defocused image g. This may be written
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as follows:

g=1fxk, (8)
where k € RNZ, fe RMZ, and g € RM+N-1)*  Thjs may also be written in matrix vector form:
g = Ak (9)

Implementing this convolution in the spatial domain involves forming matrix A € R(M+N —1)?xM 2,
which becomes prohibitively large with relatively small sizes of k and g. For a faster implementation,
a circulant assumption may be made. Under this assumption, A becomes square and k,f, and g
become the same length. In this case, the convolution may be written as pointwise multiplication

in the frequency domain:

9(w) = f(w)k(w) (10)

3.6 Operator B: Imposing Circular Symmetry

Fortunately, we have prior knowledge about k to help in the estimation process. One of the strongest
pieces of information available is the fact that both k and k(w) are isotropic images. This means
that two-dimensional k and lzr(w) may be completely described by one-dimension. Each pixel value
only depends on its distance from the center of the image. We introduce an operator B to map
one-dimensional vector € RM/2 into the space of isotropic images:

k =Bz (11)

Distance from Center

Figure 3: Heat Map Illustrating each Pixel Value’s Distance from the Image Center.

Linear interpolation was user to calculate the weights in B. First, the distance of each pixel
from the center d in the isotropic image k was computed, as shown in Figure 3. If this distance d
is greater than the vector length «, as is the case for image corners, then the corresponding row in
B is set to zero. For the remaining pixels, the output pixel value is the weighted sum of the nearest
two elements in vector x at distances d; and d; 1, as shown in Figure 4. If Ad = d — d;, the weights
in B are w; = (1 — Ad) and wy = Ad. These weights are placed in the columns of B corresponding
to the elements of x at distances d; and d;4.

We note here that multiplying any two-dimensional k by the projection operator (BY B)~'B”
projects k into an isotropic image space.
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3.7 Direct Estimation of x

Originally, we hoped to estimate and impose priors directly on one-dimensional x. Using B, we
write the following least squares formulation in space and frequency:

1
Ty =min 5”9 — ABz| (12)
and frequency:
N R S . )
&(w) =min  5[§(w) — AW)BE()]l3 (13)

The corresponding closed form solutions are:
xz, = (BYAYAB)"'B” Aflq (14)

and
&y (w) = (BTA(W)" A(w)B) ' BT A(w)" g(w) (15)

While a direct implementation of the one-dimensional @ or &(w) is ideal, this method is too compu-
tationally expensive for applying to the full microscope image size. For an efficient implementation,
we instead implemented the convolution in the Fourier space where the circular convolution can be
performed easily with point-wise multiplication of the matrices. In this approach, a two-dimensional
estimate is formed initially, projected onto the space of isotropic images using operator B, and then
expanded to a two-dimensional estimate again. This process averages out image noise and results
in a cleaner PSF estimate.

3.8 Estimation of k(w) in the Fourier Space

Considering the circular convolution in A with B&, we implement convolution in the Fourier domain.
For this purpose, a two-dimensional estimate of C(w) = B&(w) is formed first using the least squares
formulation:

~ K

T Fwaw)
w) =min =||g(w) — A(w)C(w g = T Ne
Calw) =gin 510() - AWOEIE =108

This method effectively finds the generalized solution of the PSF estimate and is subject to noise
amplification for cases where |f(w)|? is close to zero. To prevent this condition, we added a prior

(16)

Figure 4: Linear Interpolation Illustration used for Weight Computation in Matrix B. A pixel d
distance from the image center will be the weighted sum of the two values in « at distances d; and
dit1.-
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to the loss function enforcing a minimization of the energy in the PSF estimate. This prior follows
Tikhonov regularization and allows for controlling this removing the noise amplification:

- I A C) R 17
Clw) 2 |f(W)[? + p ) ()

In both cases, we then project the estimate C'g(w) onto the isotropic image space:
&g(w) = (B"B) "' B Cy(w) (18)

This is the implementation under which we recovered the PSF estimate in the Fourier space, and
our results are shown in the following section.

4 Experimental Results

4.1 Neural Network Results

The primary goal for the neural network was to find a robust implementation that recovers an in-
focus image from a blurred input image taken at any arbitrary microscope defocus position. Our
steps were threefold for achieving this task: 1) Validate that the network could recover an in-focus
image from a single defocus plane, 2) Find an implementation scheme generalizing the network for
arbitrary defocus correction, and 3) Validate network on images within the trained defocus regions,
outside the defocus regions, and with arbitrary blurred images outside the dataset. These factors
were chosen to evaluate the strengths and limitations of this neural network refocusing process. The
code for this network was made using Keras and Tensorflow in the Python programming environment
and training was performed on an NVIDIA Tesla P100 GPU using the Boston University Shared
Computing Cluster. While varying based on dataset size and the network parameters, the training
took approximately four to eight hours to complete.

Table 1: Training Dataset Image Distribution

Defocus Dataset/Network | 2um | 6 um | 10 um | 20 wm | 30 wm | Dataset Size
A 600 0 0 0 0 600
B 0 600 0 0 0 600
C 0 0 600 0 0 600
D 0 0 0 600 0 600
E 0 0 0 0 600 600
F 125 125 125 125 125 625

For the first validation step, multiple networks were trained using in-focus and defocused image
pairs set at a single defocus plane. A total of 600 image pairs were used for each network training
process at the defocus positions of 2um, 6um, 10um, 20um, and 30um. These network training
schemes were labeled A through E and can be found in the Table 1. Each scheme was tested on both
the experimental and synthetic dataset so that a separate synthetically-trained and experimentally-
trained network existed for each training condition. After testing different training parameters, the
optimal network parameters were found using 300 epochs or iterations through the training dataset,
a batch size of 5 image pairs, with a Mean Squared Error (MSE) loss function and 10~ 4 learning rate.
The batch size defines the number of images to use for each loss function calculation within a given
epoch while the learning rate sets the rate at which the an optimal solution is found for the network’s
trained weights. These parameters and the MSE loss function were empirically determined based on
where the network’s outputs achieved the most visually similar images to the ground truth in-focus
images. This process was aided by the fact that using larger batch sizes generated memory issues
with the computer’s GPU and smaller or larger learning rates quickly generated equivalently blurry
output images to the original input defocused image or minimized the output image to contain the
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same value at every pixel, respectively. Using these same training parameters, the network F in
Table 1 was also trained using equal weighting of 125 image pairs from each defocus position. This
network addressed the second step for generalizing the neural network for correcting any arbitrary
defocus.

Synthetic Dataset Experimental Dataset
2um_ 6um_10um 20um 30um Oum 2um_6um 10um 20um 30um

Figure 5: Example neural network output images from networks A-F training schemes trained on
synthetic data (left) and experimental data (right). The top row shows the in-focus ground truth
image at Oum defocus and input defocused images. The subsequent image rows show the network
outputs for each trained network. All images are shown in the same scaling.

The results from these networks A through F can be seen in Figure 5. Each network was tested
on defocus images both within and outside the defocus positions where the network was trained.
The single defocus plane networks show qualitatively good image refocusing when the input image
has a small defocus up to 10um in the experimental case and 6um in the synthetic case. This result
is particularly evident in the experimentally-trained case where networks A through C contain
features at nearly the same resolution as the in-focus image. This trend breaks down for networks
trained in both the synthetic and experimental cases with larger defocus positions at 20um and
30pum. These cases contain significant image blur networks A through C did not likely learn, which
explains the blurred outputs from these networks at these defocus positions. Networks D and E only
recover a reasonable in-focus image at their trained defocus position and introduce significant image
artifacts at other defocus planes. This result suggests the networks have learned specific levels of
image blur and are not generalizable to other blurring conditions. Due to the larger blur present in
the synthetic dataset, this trend also occurs at the 10um defocus plane for the synthetically-trained
networks. These results suggest that while we satisfy our first validation step of recovering refocused
images from a defocused input, these networks primarily work over their trained defocus regions and
are not generalizable to arbitrary defocus positions.

The multi-focus network F shows much better results, however, for learning a general deblurring
method in both the synthetic and experimental dataset cases. These networks recover high-resolution
features such as the thin filopodia extensions from the cell and the ridges in the cellular membrane
regardless of the original defocus position. These images suggest that, qualitatively, we can create
a generalized neural network that will recover an in-focus image regardless of the input image’s
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defocus position.

We quantified the refocusing results from these networks by evaluating the average Peak Signal-
to-Noise Ratio (PSNR) and Structural Similarity Index Metric (SSIM) from 25 input test images on
both the synthetic and experimentally-trained network images using ground-truth in-focus images
as reference. The results from these metrics are shown in Figure 6 and were implemented using
MATLAB 2017b with the following formulations:

4 2
PSNR(fest(xvy)7f(x7y)) = 10g10 ||fest(x y)0?6f(1, y))||27 (19)
and
SSIM (fout(,9), F(,1)) = 2psoits +C1) (204, 5 + Co) (20)

(13, + 5 +Ci)(oF  +o05+Ca)
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Figure 6: SSIM (Left) and PSNR (Right) Results Comparing the Network outputs and In-Focus
Ground Truth Images. These values were averaged over 25 images from both the experimentally-
trained (Top) and synthetically-trained (Bottom) neural networks.

Here, fest(x,y) is the estimated in-focus image from the network, f(z,y) is the ground-truth
in-focus image, p and o denotes mean and standard deviation respectively, and C; and C5 define
constants set for preventing divide by zero errors.The value 4096 was chosen for the PSNR calculation
given the 12-bit dataset images. In the experimental dataset, we observe networks A through C have
similar PSNR and SSIM values for the small defocus values and quickly degrade with increasing
defocus, matching our qualitative expectations from Figure 5. Networks D and E also show only the
largest SSIM values at their respective trained defocus plane as expected from qualitative evaluations
of the image outputs. An interesting result is the PSNR for the network D trained on 20um defocused
data from the experimental dataset. The PSNR is almost flat at a value of 23 while the SSIM exhibits
a peak at 0.53 for the 20pum defocused images. Since the PSNR depends primarily on the pixel-wise
image differences and not on the image statistics like SSIM, this flat PSNR likely results from the
overall decrease in pixel value observed in Figure 5 for network D on the experimentally-trained
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networks. The pixel values vary across all the network outputs due to the stochastic nature of
the network training process and is observed to be lower from network D compared to the other
network outputs. This difference likely dominates any blurring effects in the image and does not
effect the SSIM result as significantly due to that metric’s reliance on image variance and statistics.
In addition, this pixel variation was observed to occur when testing the same test image on multiple
networks trained with the exact same dataset and training parameters. This variability indicates
the networks are finding different minima between training sessions and that further work may be
required for finding the optimal training parameters to achieve consistent network outputs.

From these image metrics, we also observe the network F trained on multiple defocus positions
maintains large PSNR and SSIM values across all tested defocus positions. This agrees with our
observations on Figure 5 and further confirms our second task of finding a generalizable neural
network that refocuses images taken at arbitrary defocus positions. To further evaluate this condition
and find where this network fails, we tested network F with additional cases listed below.

4.2 Network Failure Cases

Input Image Defocus
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Images
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Figure 7: Example Network Outputs and Evaluation Metrics from the Synthetic Data-Trained
Network F on Images Outside The Defocus Training Region.

For evaluating the multi-focus network F’s limitations, we evaluated the cases where defocused
images outside the trained defocus positions and blurred images outside the dataset were used as
inputs for network F from the synthetic data trained case. These cases were tested for evaluating the
robustness of this multi-focus network and determining whether the network is overfit to the human
U208 cells from the BBBC0O06v1 dataset. The results from these tests can be seen in Figure 7 and
Figure 8, respectively. In Figure 7, the network’s in-focus image recovery for 4um, 8um, 15um,
25um, and 40um is shown along with images displaying pixel-wise differences between the network
output and ground truth in-focus image and the average SSIM and PSNR over 25 test images.
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blurred Network Input Multi-Focus Network Output

-“

Figure 8: A Blurry Stock Photo Deblurred Using the Multi-Focus Synthetic Data-Trained Network
F [19].

These results show worse performance than on the test images from the defocus positions where the
network was trained, with substantial errors present in the difference images beyond 15um. This
is evident in the differences images where large yellow regions indicating large pixel differences are
clearly visible. The averaged SSIM and PSNR metrics also show a significant decrease in value
beyond 8um, indicating the multi-focus network is not as robust for generalized image refocusing as
previously mentioned. In Figure 8 where a random blurred image was submitted to the network,
we observe negligible deblurring to the image but notice that additional features resembling the
U20S cell shape are present in the blurred streetlights of the image. These results indicate the
network does learn some of the cell features from the dataset and that the cells are being overfit.
Further work is therefore required to fully generalize this neural network for microscope deblurring
applications.

4.3 PSF Recovery

Estimated k*(w) Ground Truth k(w)

6um Defocused g

30um Defocused g Estimated k*(w) Ground Truth k(w)

Figure 9: Synthetically Defocused Microscope Images (Left), the estimated PSF between these
images and the in-focus images (Middle), compared with the ground truth PSF (Right).
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Our PSF estimation algorithm was tested on synthetic data, where the PSF was known, and on
real data, where the microscope properties were unknown. Results with synthetic data are shown
in Figure 9. Here, two different defocus conditions were evaluated and their estimated PSFs were
compared with the ground truth PSFs in the Fourier space. The first row of plots corresponds to
6pum defocus depth; the second row corresponds to 30um defocus depth and is substantially more
blurry. The blurred image g is shown in the left column, with known PSF l%(w) shown on the right.
Using the g and sharpened neural network output f, our algorithm estimates PSF IAcg(w) shown
in the middle column. There is close agreement between true and estimated shape, indicating we
can recover the PSF geometry from the in-focus and defocused image pair. We note that the PSF
values are dissimilar, however, with the recovered PSF have a magnitude close to 1 at the image
center while the original PSF is closer to 0.06 in the Fourier space. We were unable to reconcile
this issue before the project’s end, but we observe that this could be from the use of an in-focus
and defocused image for PSF recovery rather than the true object and defocused image. This will
recover the relative PSF difference between the in-focus and defocused image and will have similar
shape to the original PSF but will not have the same magnitudes. This will be a factor to investigate
going forward. Between the two defocus images shown in Figure 9, we observe the PSF’s frequency
spectrum bandwidth is larger in the 6um condition compared to the 30um case. This agrees with our
expectations because the higher spatial frequencies are still relatively preserved in the 6um image
while they are blurred out in the 30um, so the corresponding blurring kernel should have greater
energy in the higher frequencies.

Results for real microscope data, where the true PSF is not known, are shown in Figure 10.
Although no ground truth PSF exists for the experimental dataset, we observe the recovered PSF
frequency spectrum has a larger bandwidth than the synthetic dataset. This agrees with expectations
because the experimental dataset contains higher resolution features than the synthetic dataset and
thus will have a larger bandwidth. These results suggest the PSF is being recovered but additional
tests, preferably from experimental data obtained with a known system design, are required for
validating this claim.

Estimated k*(w)

6um Defocused g

Estimated k*(w)

Figure 10: Real Defocused Microscope Images (Left) and their Corresponding PSF Estimates
(Right).
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5 Discussion and Conclusion

The results of this project suggest that neural networks can be used for refocusing blurred micro-
scope images with the recovery of the imaging system PSF, but a number of steps are still required
for developing this project into a usable software tool for biologists to deblur defocused microscope
images. One of the most critical steps in this project is finding a robust neural network implemen-
tation with truly generalized image refocusing capabilities for an arbitrary defocus position. Our
network training results indicate the network learned how to deblur specific defocus planes rather
than learning a generic deblurring method for any defocus position. Combined with the image ar-
tifacts observed in Figure 8, these results suggest our dataset is too small and that better results
could be obtained from training the network across more defocus image positions with additional cell
types and different imaging systems. Recent work by Christiansen et al. suggests this is possible, as
this group taught a neural network to add fluorescent labels to label-free images after training on a
large dataset from multiple imaging systems on different cell types and different fluorescent labels
[4]. In addition, the network architecture could be improved through the addition of more layers and
residual blocks that have been shown to improve image deblurring capabilities [18]. These options
would necessitate more training data as well due to the addition of more weights in the network.
Prior to increasing network complexity or training size, however, simple network modifications could
be utilized as well for improving the network’s stability. The pixel value variability mentioned pre-
viously suggests the stochastic gradient descent-based method used for finding the optimal weights
is not reaching the same minimum for each network training case. The use of additional epochs
during training or an adaptive learning rate that decreases after a certain number of epochs could
help the network find an optimal solution every time. Work by Zhao et al. also shows that SSIM
could be used instead of MSE for the network loss function [21]. As shown with our results, SSIM
provides better differentiation for in-focus and defocused images based on visual characteristics and
thus could provide a better gradient calculation during the network training process for generating
better refocused images.

On the PSF estimation, our project showed decent qualitative recovery of the blurring kernel’s
geometry but has poor quantitative PSF recovery from the substantial difference in the true and
estimated PSF magnitudes. We acknowledge here that our method will not recover the true blurring
kernel, but rather will recover the difference between the in-focus and defocused blurring kernel since
we use an in-focus image for the ground truth. We can correct this going forward by training the
neural network with synthetic data using the simulated objects and an array of blurred images from
different defocus positions and simulated microscope designs. With a sufficiently large dataset, this
could generalize the neural network for recovering the object rather than the in-focus image. This
would enable the inverse problem to recover the true blurring kernel of the imaging system instead of
the estimate recovered currently. Furthermore, the PSF estimation could be improved by applying
the minimization simultaneously on multiple images from the same defocus position. Since each
image should have the same blurring kernel for a given axial position, using multiple images could
reduce noise present in the PSF recovery and provide a better estimate. This minimization process
could also be improved with additional priors in the minimization process. The most immediate
prior useful for the PSF estimation would be the use of an indicator sequence restricting the PSF’s
frequency spectrum onto a circular region. This would utilize the compact support of the PSF’s
bandwidth for minimizing the PSF estimate to a more optimal solution.

Overall, the results from our project act as a proof-of-concept test showing that neural networks
can correct defocused microscope images and that an unknown imaging system’s PSF can be recov-
ered from the refocused and blurred image pair. Going forward, we hope to continue exploring the
aforementioned improvements we can apply to our current work and eliminate the PSF magnitude
error, overfitting artifacts, and other issues in our network and PSF recovery algorithms. Based on
the recent publications on neural networks for defocus correction found in the literature, we believe
this research is relevant to the optical imaging field and could be useful for biological research in the
future.
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