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ABSTRACT

Cavitation inside fuel injector nozzles has been linked not only to erosion of the solid surface, but also to improved spray atomization. To quantify the effects of the resulting occurrences, the prediction of cavitation through computational modeling is vital. Homogeneous mixture methods (HMM) make use of a variety of cavitation sub-models such as those developed by Kunz, Merkle, and Schnerr-Sauer, to describe the phase change from liquid to vapor and vice-versa in the fluid system. The aforementioned cavitation models all have several free-tuning parameters which have been shown to affect the resulting prediction for vapor volume fraction.

The goal of the current work is to provide an assessment of the Kunz and Schnerr-Sauer cavitation models. Validation data have been obtained via experiments which employ both acoustic techniques (passive cavitation detection, or PCD) and optical techniques (optical cavitation detection, or OCD). The experiments provide quantitative information on cavitation inception and qualitative information as to overall vapor fraction as a function of flow rate, and nozzle geometry. It is shown that inception is fairly well captured but the amount of vapor predicted is far too low. A sensitivity analysis on the tuning parameters in the cavitation models leads to some explainable trends, however, several parameter sweeps results in outlier predictions. Recommendations for their usability and suggestions for improvement are presented.

INTRODUCTION

Cavitation refers to the rapid growth and subsequent collapse of air bubbles in a liquid. This process of bubble formation is a result of pressure fluctuations in the fluid field. When the pressure in the liquid falls below a certain threshold, vapor and gas-filled nuclei can grow into bubbles [1]. If the bubbles are convected to regions of high pressure in the fluid system, they collapse, often resulting in the erosion of nearby solid surfaces [2]. Cavitation occurs in fuel injectors. A wide-range of pressures inside the nozzle result in cavitation in this system.

It is known that cavitation inside the nozzle of the fuel injector causes the atomized spray to contain smaller droplets and results in a wider spray angle [3]. Smaller droplets in the spray and wider spray angles have been linked to significant reductions in emissions from engines [3,4]. Cavitation is also the major reason for fuel injector damage as collapsing bubbles erode the solid surface of the injector [2].

Various numerical models have been developed with the aim of simulating cavitating flows. The most widely used class is the homogeneous mixture model (HMM) model [2, 5–13]. HMM models provide solutions for flow of two immiscible incompressible fluids under isothermal conditions with the ability to model phase change between these fluids. These are further classified as being of the barotropic equation type or the transport equation model (TEM) type. The former makes use of an equation of state to close the relationship between pressure and density and has been most heavily utilized by Schmidt and his collaborators [14–19]. The equation of state most commonly employed, is written as \( \frac{\rho_m}{\rho} = \frac{1}{\gamma} \frac{\rho_p}{\rho} \) where \( \rho_m \) defines the density of the mix-
ture associated with the two fluids and c is the fluid sound speed. This is barotropic with continuously parallel gradients of density and pressure [2]. Experimental findings exhibit the importance of vorticity production in cavitating systems [20] which require a non-barotropic relationship between pressure and density [21]. Thus, the TEM seems more physical and is used in this work.

TEMs utilize an incompressible two-phase Navier-Stokes solver with mass transfer coupled into the equations which allows for the simulation of cavitation. Several sub-models which describe the phase change phenomena exist, for example, those developed by Kunz [22], Merkle [23] and Schnerr-Sauer [24]. The implementation of all these sub-models rely on the specification of several empirical parameters which must be tuned for the particular flow being considered.

The aim of this work is to assess the ability of these cavitation models to predict cavitation in nozzle flow. Furthermore, a sensitivity analysis of the various empirical parameters on the cavitation prediction is conducted. The analysis is carried out by comparing results from computational results obtained using OpenFOAM to acoustic and optical cavitation detection methods of flow in a cylindrical nozzle. Pressure fluctuations in the nozzle result in transient cavitation in the system.

**NUMERICAL MODELS**

The incompressible unsteady RANS equations along with the transport equation model, presented below in Cartesian coordinates, were used to simulate cavitation flows. Body forces and heat transfer effects are assumed to be negligible in the problem being studied.

\[
\frac{\partial \rho_m}{\partial t} + \nabla \cdot (\rho_m \mathbf{u}) = 0 \quad (1a)
\]
\[
\frac{\partial \rho_m \mathbf{u}}{\partial t} + \nabla \cdot (\rho_m \mathbf{u} \mathbf{u}) = \nabla P + \nabla \cdot \mathbf{\tau} \quad (1b)
\]
\[
\frac{D}{Dt} \rho_c \alpha_c + \rho_c \alpha_c \nabla \cdot (\mathbf{u}) = R_{source} \quad (1c)
\]

Here, \( \mathbf{u} \) is the velocity of the mixture, \( P \) is the local pressure of the fluid, and \( \mathbf{\tau} \) is the deviatoric stress tensor. The mixture density \( \rho_m \) is defined as the weighted average between the density of the liquid \( (\rho_l) \) and the vapor \( (\rho_v) \) phases: 
\[
\rho_m = (1 - \alpha_c) \rho_l + \alpha_c \rho_v.
\]

Equation 1c shows the continuity equation for the vapor volume fraction defined as 
\[
\alpha_c = \frac{V_v}{V_{cell}}.
\]

The mass source term, \( R_{source} \), on the right hand side of equation 1c is related to the phase transitions which occur. The term signifies the net rate between the processes of evaporation and condensation: 
\[
R_{source} = R_e + R_c,
\]
where \( R_e \) models the condensation and \( R_c \) models the vaporization. The differences in the various cavitation models which use the TEM approach lie in the formulation of the source term.

In OpenFOAM version 4.1 [25], the simulation software of choice, the above equations are modeled in the solver interPhaseChangeFoam. This is a HMM solver which makes use of the Volume of Fluid (VOF) technique to discern the fluid state occupying computational cells in the domain. There are three cavitation models implemented into the interPhaseChangeFoam solver in OpenFOAM, namely those by Kunz, Merkle, and Schnerr-Sauer. This study will focus on the Kunz and Schnerr-Sauer cavitation models as they are the most common models seen in the nozzle cavitation literature.

**Cavitation Models**

_Kunz_

Kunz's cavitation model splits the phase change processes into two separate terms, and makes a determination as to which process is occurring by comparing local pressure to the vapor pressure of the liquid. The process of evaporation is modeled such that the evaporation rate is proportional to the liquid volume fraction and the difference between the vapor pressure and local pressure. Condensation is modeled using a simplified version of the Ginzburg-Landau potential [22].

\[
\dot{m}^- = \frac{C_e \rho_l \alpha_c \min(0, p - p_v)}{(0.5 \rho_l U_w^2) \tau_{iso}} \quad (2a)
\]
\[
\dot{m}^+ = \frac{C_v \rho_v (\alpha _c )^2 (1 - \alpha_c)}{\tau_{iso}} \quad (2b)
\]

The free parameters which appear in the model include \( C_e \) and \( C_v \) which respectively govern the rates of condensation and vaporization, a reference flow velocity, \( U_w \), and a reference time \( \tau_{iso} \). \( \alpha_c \) refers to the liquid volume fraction, and maintains the relationship of \( \alpha_c = 1 - \alpha_v \) with the vapor volume fraction. In OpenFOAM [25], the default value for the empirical constants \( C_e \) and \( C_v \) is 100 as also noted in the original formulation by Kunz [22]. Bicer [26] has shown that changes in these constants result in significant changes in the vapor volume fraction predicted from the calculation.

_Schnerr-Sauer_

The Schnerr-Sauer model is argued to be one of the more sophisticated cavitation models since it draws its formulation from bubble dynamics. In this model, the vapor volume fraction is defined as:

\[
\alpha_c = \frac{V_v}{V_{cell}} = \frac{N_{bubbles} \cdot \frac{4}{3} \pi R^3}{V_v + V_l} = \frac{n_0 V_l \cdot \frac{4}{3} \pi R^3}{V_v + V_l} = \frac{n_0 \cdot \frac{4}{3} \pi R^3}{1 + n_0 \cdot \frac{4}{3} \pi R^3} \quad (3)
\]

where \( V_{cell} \) is the volume of the computational cell, \( V_v \) and \( V_l \) are the volumes occupied by vapor and liquid respectively, \( N_{bubbles} \) is the number of bubbles in the computational cell, and \( n_0 \) is defined
as the bubble concentration per unit volume of pure liquid, and R is the bubble radius. The model assumes that initial nuclei of the same size are homogeneously distributed throughout the computational domain. The well known Rayleigh-Plesset (RP) equation governs the growth and collapse of bubbles in a free field.

\[
\frac{R^2 d^2 R}{dt^2} + \frac{3}{2} \left( \frac{dR}{dt} \right)^2 = \frac{p(R) - p_\infty}{\rho_l} - \frac{2\sigma}{\rho_l R} - \frac{4\mu}{\rho_l R} \frac{dR}{dt}
\]  
\hspace{1cm} (4)

Schnerr-Sauer makes the argument that if the pressure is sufficiently low and the pressure difference described by \( p(R) - p_\infty \) is large, the under-braced terms from the RP equation may be ignored. \( p(R) \) is the liquid pressure inside at the bubble boundary usually set to the vapor pressure \( p_{\text{vap}} \), and \( p_\infty \) is the ambient pressure. Therefore, the growth of the nuclei in the computational domain can be approximated as

\[
\dot{R} = \sqrt{\frac{2}{3} \frac{p(R) - p_\infty}{\rho_l} \rho_l}
\]  
\hspace{1cm} (5)

This term was also noted by Holland and Apfel [27] as the driving term for bubble growth in predicting acoustic cavitation, but their criterion for cavitation was relating local pressure to the Blake Pressure and not the saturated vapor pressure of the liquid. Finally, Schnerr-Sauer [24] gives the forcing term in the transport equation (1c) as:

\[
R_{\text{source}} = C_c |v| \rho_l \rho_m \alpha_v (1 - \alpha_v) |p - p_{\text{vap}}| \frac{3}{R} \left( \frac{2}{3} \right)^\frac{1}{2} \rho_l
\]  
\hspace{1cm} (6)

**COMPUTATIONAL SPECIFICATIONS**

In order to compare the predictive capabilities of each cavitation model, and the sensitivity of the prediction to input model parameters, cavitation in a simple step nozzle was studied. Shown below in Figure 1 and 2 is the schematic and computational domain of the nozzle respectively. The step nozzle has a cylindrical inlet with an opening of 28.98 mm, and then flows into a square nozzle of 2.50 mm opening and 6.34 mm length.

The mesh used in the computational study was created using the SALOME mesh generator, and converted for use in OpenFOAM using the ideasUnToMesh utility. It is an unstructured mesh composed of tetrahedral cells refined near the square nozzle for precise prediction in the cavitating region. The domain consists of 152,000 cells. Mesh properties such as cell skewness, aspect ratio, and non-orthogonality were ensured to be suitable by using the checkMesh utility in OpenFOAM. The simulations were run for a total time of 50 ms with time-steps of \( 1 \times 10^{-10} \)s allowing for adjustable time-steps to maintain a Courant number of less than 0.1. Densities of 1000 kg/m\(^3\) and 1.2 kg/m\(^3\) and kinematic viscosities of \( 1.0 \times 10^{-6} \text{m}^2/\text{s} \) and \( 15.0 \times 10^{-6} \text{m}^2/\text{s} \) were respectively used for the liquid and vapor phases of the simulation. For time integration, a second order Euler scheme employing backward difference was used while the spatial discretization was done using second-order upwind Gauss schemes. A k-\( \varepsilon \) turbulence model was used with default wall functions for turbulent quantities k, \( \varepsilon \) and \( \nu_\text{t} \). For the solution of pressure, the iterative PIMPLE algorithm is used with 2 iterations allowed for non-orthogonal corrections. Simulations were run using MPI parallelization built into OpenFOAM. The calculations were done using resources on Boston University’s Shared Computing Cluster (BU SCC). Each calculation was parallelized to use 8 cores with the average CPU time for each run being about 20 CPU hours.

**EXPERIMENTAL SETUP**

To serve as a benchmark to the numerical calculations conducted in OpenFOAM, the nozzle described above was created...
using acrylic to allow for experimental cavitation studies. A schematic of the experimental setup is shown in Figure 3. A 3 gallon tank served as the reservoir in which the water volume remained constant and was recirculated. The nozzle was backlit using a stroboscopic back-light and optically imaged using a Basler acA1920-25um CMOS camera. Optical settings of the camera such as exposure, interframe, gain, dynamic range, ROI and binning were set using camera software. The camera was interfaced with the computer using a USB3 serial interface.

![FIGURE 3. SCHEMATIC OF EXPERIMENTAL SETUP](image)

For passive acoustic sensing, two unfocused single piezoceramic element Olympus transducers were used. These transducers had center frequencies of 5 and 10 MHz and the quality factor was about 10 to augment the sensitivity to transient events. Signals from the transducer were acquired using a Lecroy DSO which was controlled through a GPIB interface which allowed transfer of signals to the computer. No filtering or amplification of the signal was employed. To control the input flow, a March centrifugal pump with Variac variable voltage input was used. Shown in Table 1 are the various flow rates that were used.

A water sample of 60 ml used in this experiment was tested to obtain a number weighted distribution of the particle sizes inside the water. It was found that particles ranged from 0.5 µm to 400 µm in diameter with an average nuclei diameter of 0.7 µm.

Since the models, to date, are unable to have a distribution of nuclei sizes specified, the average nuclei size, and total vapor volume was used to calculate a concentration to be used in the HMM. The total vapor volume in the tested liquid was 9.07x10^{-9} m^3. To account for this volume, 4.22x10^7 nuclei of 0.7 µm diameter are needed. This resulted in a concentration of 7.0x10^6 nuclei/m^3. The average nuclei diameter along with the calculated concentration were used in the simulations.

### Table 1. Measured Flow Rate and Velocities for Cavitation Experiments

<table>
<thead>
<tr>
<th>Case</th>
<th>Flow Rate (lpm)</th>
<th>Inlet Velocity (m/s)</th>
<th>Cavitation</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2.68</td>
<td>0.068</td>
<td>No</td>
</tr>
<tr>
<td>2</td>
<td>5.60</td>
<td>0.140</td>
<td>No</td>
</tr>
<tr>
<td>3</td>
<td>8.23</td>
<td>0.210</td>
<td>Yes</td>
</tr>
<tr>
<td>4</td>
<td>10.06</td>
<td>0.250</td>
<td>Yes</td>
</tr>
<tr>
<td>5</td>
<td>12.26</td>
<td>0.310</td>
<td>Yes</td>
</tr>
<tr>
<td>6</td>
<td>14.31</td>
<td>0.360</td>
<td>Yes</td>
</tr>
</tbody>
</table>

### RESULTS

In the experiments, OCD and PCD were used to determine cavitation inception. The nozzle was subject to several flow rates as described in Table 1. Optical imaging allowed for the visualization of vapor inside the nozzle. Figure 4 compared images obtained from OCD of a non-cavitating case and a cavitating case. The dark clouds near the walls of the nozzle are a manifestation of vapor cavities having formed. In terms of passive cavitation detection, a transducer was used to register voltages from acoustic excitations in the nozzle. Figure 5 shows a clear change in voltage between the non-cavitating case and the cavitating case. The change in voltage is due to the impulsive excitation of bubbles collapsing through the fluid. It was found that increasing the flow-rate past 8.23 lpm resulted in the development of vapor cavities in the fluid flow. This was confirmed by both detection techniques.

![FIGURE 4. OPTICAL CAVITATION DETECTION](image)

The results of the OCD and PCD methods are summarized in Figure 6. Mean brightness, a marker of OCD, and Voltage, a marker of PCD, are shown as functions of outlet nozzle velocity. As can be seen in the figure, increases in velocity result in increases in both mean brightness and voltage. It can be discerned that the system shows definite signs of cavitation after...
the outlet velocity reaches a value of 27 m/s. This corresponds to an inlet flow rate of 8.23 lpm (case 3) in the studied cases. It is interesting to note that the PCD starts to show a decrease in recorded voltage after the outlet velocity is further increased. This is due to the nozzle experiencing hydraulic flip. This is a phenomenon in which cavitation vanishes due to downstream air at the outlet moving upstream into the nozzle [28]. Optically, air is still visible as indicated in steady rise in mean brightness in the hydraulic flip regime. Cavitation, however, which refers to the growth and collapse of air bubbles, is lessened. Being able to capture the reduction in cavitation due to hydraulic flip highlights one of the advantages of PCD.

![Figure 5: Passive Cavitation Detection](image)

**FIGURE 5.** PASSIVE CAVITATION DETECTION

The validation for this study came from nozzle flow experiments using tap water as described above. The experiments provide quantitative information for cavitation onset and qualitative for volume fraction under cavitating conditions. To assess the ability of the cavitation models to predict varying levels of cavitation, simulations were run for the same inlet velocities and nozzle configurations as the experiment. The default constants for condensation ($C_c$) and vaporization ($C_v$) of 1 for the Schnerr-Sauer model were used along with the calculated parameters for $n_0$ and $d_{Nuc}$ of $7.0 \times 10^{11}$ nuclei/m$^3$ and 0.7 µm respectively. Outlet velocities and vapor volume fraction fields obtained from the simulations were compared to experimental results. Table 2 shows the comparison between the predicted outlet velocities from the multiphase simulations and those obtained from experimental measurements. As shown, the simulations do well in predicting the outflow velocities as dictated by the experiments.

**TABLE 2.** COMPARISON OF OUTLET VELOCITIES FROM EXPERIMENTS AND SIMULATIONS

<table>
<thead>
<tr>
<th>Case</th>
<th>Inlet Velocity (m/s)</th>
<th>Outlet Velocity [Exp.] (m/s)</th>
<th>Outlet Velocity [Sim.] (m/s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.068</td>
<td>9.10</td>
<td>6.95</td>
</tr>
<tr>
<td>2</td>
<td>0.140</td>
<td>19.01</td>
<td>18.27</td>
</tr>
<tr>
<td>3</td>
<td>0.210</td>
<td>27.93</td>
<td>24.80</td>
</tr>
<tr>
<td>4</td>
<td>0.250</td>
<td>34.16</td>
<td>34.81</td>
</tr>
<tr>
<td>5</td>
<td>0.310</td>
<td>41.63</td>
<td>39.87</td>
</tr>
<tr>
<td>6</td>
<td>0.360</td>
<td>48.59</td>
<td>46.25</td>
</tr>
</tbody>
</table>

Images obtained from the experiment show a qualitative comparison to the simulations. Cavitation inception seems to be captured to some degree. Figure 7 shows no cavitation before the threshold flow rate of 8.23 lpm and cavitation after, however, it is clear that the simulations do not accurately predict the extent of the cavitating region for the cases being studied. Cavitation is severely under predicted in the simulations. It should be noted that the simulations, though transient, do not see huge variations in the regions where cavitation occurs. It is true that in the experiments, exposure time may be a factor. The settings on the camera would record a dark region even if the area is only occupied by a cavity for some fraction of the exposure time. In addition, a cavity of a finite size will be advected some finite length during the exposure time resulting in the experimental image being dark for a larger region than the cavity actually occupied. Nonetheless, current simulations, even when compared over a length of time do not show significant differences in the regions where cavitation is predicted.

The Schnerr-Sauer cavitation model employs a rather simplistic inception criterion by simply comparing the local

---

Copyright © 2018 by ASME
pressure in the liquid to the saturated vapor pressure of the liquid, and only allows for nuclei of a single size to be dispersed in the system. These model constraints may be the reason for the discrepancy between the experimental results and the simulations in terms of overall vapor production. The current sample of water used in the experiments has nuclei ranging from 0.5\(\mu\)m to 400\(\mu\)m. While the larger nuclei are indeed less in number, they will cavitate at about the saturated vapor pressure according to the Blake Threshold [1] while the smaller nuclei require greater liquid tension to cavitate. This could be why a greater amount of cavitation is visible in the experiments than those seen in the simulations. Alternatively, enough nuclei may not be included in the model because wall sites here have been completely neglected. These hypotheses are explored in the following section. Moreover, the effect of wall nucleation is not considered in these models. Surface roughness may serve as nucleation sites for cavitation to occur [1]. The size and number of nuclei used in the simulations was based on the average size in the water from the experiment and the number needed to obtain the overall volume fraction in the water. No potential wall nuclei have been included.

**Sensitivity Analysis**

Schnerr-Sauer

A parameter sweep of the Schnerr-Sauer cavitation model is now considered. Simulations were completed using different values for \(C_c, C_v, n_o\) and \(d_{Nuc}\) as specified in table 3. Given that the calculated concentration of 7.0x10\(^{11}\) was unable to provide volume fractions comparable to the experiment, larger values for concentration were investigated spanning a total of four orders of magnitude. In the same fashion, the initial diameter of the nuclei was increased with 6 total nuclei sizes being studied ranging from 0.7\(\mu\)m to 20\(\mu\)m. To quantify the effect of the variation of input parameters, an iso-volume of vapor was calculated for cells which had vapor fractions of 0.5 or less at the end of each simulation. It should be noted that the calculation of this volume is at a single time-frame in the simulation. All simulations in the parameter sweep had an inlet velocity specification of 0.36 m/s which corresponded to Case 6 in the list of experiments.

Figure 8 shows the relationship between nuclei diameter, \(d_{Nuc}\) and vapor volume for various nuclei concentrations. There exists the representative trends of larger nuclei producing more vapor for a given concentration, and larger concentrations producing more vapor for a given nuclei size. There exists though a deviation from the trend after a certain threshold for both nuclei size and concentration. It can be seen from the figure that for a nuclei concentration of 7.0x10\(^{13}\), the vapor volume at the end of the simulation decreases if the initial nuclei diameter is increased past 7\(\mu\)m. This happens just after 1\(\mu\)m for a concentration of 7.0x10\(^{14}\). The decrease in vapor production is due to the fact that larger nuclei sizes at large concentration initializes the simulation with an amount of vapor that is on the scale of the volume of the nozzle itself. The hydrodynamics

---

**TABLE 3. PARAMETERS USED IN SENSITIVITY STUDY FOR SCHNERR-SAUER MODEL**

<table>
<thead>
<tr>
<th>(C_c, C_v)</th>
<th>(n_o) (#/m(^3))</th>
<th>(d_{Nuc}) ((\mu)m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.1</td>
<td>7.0x10(^{11})</td>
<td>0.7  1.0  3.0  7.0  10.0  20.0</td>
</tr>
<tr>
<td></td>
<td>7.0x10(^{12})</td>
<td>0.7  1.0  3.0  7.0  10.0  20.0</td>
</tr>
<tr>
<td></td>
<td>7.0x10(^{13})</td>
<td>0.7  1.0  3.0  7.0  10.0  20.0</td>
</tr>
<tr>
<td></td>
<td>7.0x10(^{14})</td>
<td>0.7  1.0  3.0  7.0  10.0  20.0</td>
</tr>
<tr>
<td>100,100</td>
<td>1.0x10(^{11})</td>
<td>0.7  1.0  3.0  7.0  10.0  20.0</td>
</tr>
<tr>
<td></td>
<td>1.0x10(^{12})</td>
<td>0.7  1.0  3.0  7.0  10.0  20.0</td>
</tr>
<tr>
<td></td>
<td>1.0x10(^{13})</td>
<td>0.7  1.0  3.0  7.0  10.0  20.0</td>
</tr>
<tr>
<td></td>
<td>7.0x10(^{14})</td>
<td>0.7  1.0  3.0  7.0  10.0  20.0</td>
</tr>
</tbody>
</table>

---

![Figure 7: Cavitation Simulations Compared to Experiment](image-url)
become markedly different if majority of the nozzle is initialized with a large amount of vapor as there are now two well defined phases. This differs from the physical experiments in which the volume of nuclei is very small compared to that of the liquid. Cazzoli et al. [29] makes mention of an upper limit of the \( d_{Nuc} \) specification. Current results define that nuclei diameter limit, and show that it decreases with increasing concentration of nuclei.

In addition to looking at the effects of nuclei size and concentration on vapor volume production, the constants of condensation and vaporization were also studied. For the Schnerr-Sauer model, they were both increased to take on values of 100. Figure 9 shows the comparison of vapor volume for a concentration of \( n_o = 7.0 \times 10^{11} \) between constants of 1,1 and 100,100 for \( C_c \) and \( C_v \) respectively. It is found that increasing the rate resulted in significant reduction in the volume of vapor present at the end of the simulation.

As can be seen in the figure, less vapor volume is produced for all of the nuclei diameter investigated except the largest computed value of 10\( \mu \)m. Moreover, the trend of increasing vapor volume with increases of nuclei diameter clearly seen in the constant case of 1,1, is not present for 100,100. The vapor volume plateaus after 1 \( \mu \)m and then a sharp decrease followed by an increase. The increase is inexplicable as the trend prior to that was not similar in nature at this bound. It is believed that the plateau seen after a diameter of 1\( \mu \)m is a similar artifact to the one seen in the 1,1 cases. There exists a threshold, in nuclei size for this case, after which the results become sporadic and unphysical. The increased rate constants move this threshold back to a smaller nuclei size of 1\( \mu \)m for this concentration. The remaining concentrations studied for the 100,100 case showed negligible amounts of vapor for all nuclei sizes. None of the studied parameter cases were able to provide proper qualitative comparisons between the simulations and the experiments. Nonetheless, key details on the sensitivity of the models to input parameter changes were ascertained.

**Kunz Sensitivity**

The Kunz cavitation model has only two free tuning parameters: \( C_c \) and \( C_v \) and two reference values \( U_\infty \) and \( t_\infty \) are required. In this work, the maximum velocity in the nozzle section of 48.59 m/s was specified. To define a reference time scale, the width of the nozzle was used to calculate a reference time using the aforementioned velocity. This value was calculated to be 0.000130 seconds. The various combinations used in this sensitivity analysis are outlined in table 4. The sensitivity analysis done here is similar to the one conducted on the Schnerr-Sauer model but there are now fewer parameters to change in order to determine if better agreement can be found. For all the simulations run using the Kunz model, the inlet velocity was set at 0.36 m/s, the largest inlet velocity, in hopes of producing the most vapor volume in the nozzle section.

**TABLE 4. PARAMETERS USED IN SENSITIVITY STUDY FOR KUNZ MODEL**

| \( C_c \) | 1 | 10 | 100 | 1000 | 1 | 100 | 1000 |
| \( C_v \) | 1 | 10 | 100 | 1000 | 100 | 1 | 1000 | 100 |
At the end of a simulation, an iso-volume of vapor was calculated for cells having vapor fractions of 0.5 or less. This allowed the vapor production to be quantified at the end of the simulation and related to the changes in empirical parameters. Figure 10 shows the changes in vapor volume with respect to changes in constants of condensation and vaporization. When $C_c$ and $C_v$ are 1, the simulation predicted the most vapor volume. Increasing both values to 10 and 100 produced negligible amounts of vapor while a further increase to a 1000 for both constants produced some vapor in the nozzle section. It is believed that since these constants control the rate of condensation and vaporization increasing the values results in exceedingly rapid production and destruction of vapor in the system. As such, the final vapor content is less than those with constants of smaller absolute value, however, the observation that 1000,1000 produces more vapor does not follow this logic.

When the ratio of $C_v$ and $C_c$ is larger than 1, vapor production is favored and indeed 1000/1 leads to more vapor than 100/1 and more than 1000/1000. While some trends are reasonable, the observation of 1/1 producing the most vapor volume remains an outlier. No combination of constants used in the Kunz cavitation model showed reasonable comparisons to the optical cavitation detection images obtained from the experiment. Figure 11 shows images of vapor volume fraction simulations obtained using the Kunz cavitation model. As can be seen the simulations severely under-predict the amount of cavitation seen in the experiments. A larger ratio between $C_v$ and $C_c$ could possibly produce a comparable image, nonetheless, the choice of the constants to obtain such an image is clearly heuristic.

Model Comparison

While both models contain empirical parameters which require tuning to obtain cavitation levels which match experiment, the Schnerr-Sauer model seems to be a more natural choice to describe cavitation in nozzle flow. Having the ability to specify nuclei concentration and size is one of its main advantages. Nonetheless, given the nature of both models, being heavily dependent on empirical parameters, similar results can be obtained using both. Figure 12 shows the largest vapor volume observed using each model.

It can be seen that the Schnerr-Sauer images does a slightly better job at predicting the extent of the cavitating region. Both
models however, for the parameters studied, were not able to yield comparable cavitation predictions as was seen in the experiments.

CONCLUSIONS

The current work presents an assessment of the cavitation models packaged in OpenFOAM in predicting cavitation in nozzle flow. The Kunz and Schnerr-Sauer cavitation models were studied. Both models have several free tuning parameters which affect cavitation predictions. Cavitation inception was studied. It was seen that the simulations, while able to correctly predict the measured velocities in the nozzle, severely underpredicted the amount of cavitation seen, and were able to properly discern a corresponding cavitation threshold, but unable to correctly predict the amount of vapor in the nozzle. This is partly due to the simplistic inception criterion employed in the Schnerr-Sauer model which simply compares local pressure in the domain to the saturated vapor pressure of the liquid, and the models’ inability to specify a distribution of nuclei sizes.

For the Kunz model, constants $C_v$ and $C_r$, which control the rates of condensation and vaporization respectively must be specified. It was found that keeping the constants both at 1 resulted in the most vapor produced at the end of the simulations. Changing the constants such that one process was favored over the other provided reasonable results. A ratio for $C_v/C_r$ of 1000/1 produced more vapor than that of 1/1000. Despite the heavily skewed preference for vaporization, keeping both constants at 1 resulted in the most vapor volume for the parameter sweep.

For the Schnerr-Sauer parameter model, the effects of empirical constants $C_v$, $C_r$, nuclei concentration, $n_n$, and nuclei size, $d_{\text{nuc}}$, variations on cavitation prediction were studied. It was found that increasing nuclei size at a given concentration resulted in an increase in vapor volume, and similarly, increases in concentration for a given nuclei size also increases vapor volume. A threshold for vapor volume with increasing nuclei size was seen. Using larger nuclei sizes causes the volume of initial vapor to be of a similar order of magnitude as the computational domain. As such, the hydrodynamics of the system change and the simulated problem is no longer the same as those conducted in the experiments. An increase in the empirical constants from 1 to 100 produced less vapor than the previous case and plateaued at a smaller nuclei size.

Both models studied seemed to require a large amount of tuning to yield images which would be comparable to experimental results. While statements about the sensitivity of these models were ascertained, their development to provide accurate cavitation predictions is much needed. The inclusion of a more realistic inception criterion such as the Blake Threshold, and the specification of varying nuclei sizes in the fluid are key needed developments. Overall, the current work has assessed two popular cavitation models and discussed their limitations in predicting cavitation seen in nozzle flow.

Future work will be centered around investigating the outlier results via tighter parameter studies. Time averaged results will also be considered through a study of the pressure field and source term in the transport equation.
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