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An early historical overview is first presented here on the use
of simulation in optical microlithography, along with a description
of the general physical models. This paper then turns to more re-
cent development work in microlithography simulation, which has
followed several very different tracts. Three of the most important
areas are discussed here. The first involves improvements in the un-
derlying physical models, such as advances beyond the Kirchhoff
boundary condition in optical diffraction theory, as well as a deeper
understanding into the chemistry and physical behavior of photore-
sist materials. Such work guides basic understanding both in the op-
tics and photoresist areas. At the other extreme, phenomenological
models are being advanced to enable simulation results on large
scales to be placed in the hands of device and circuit designers. Fi-
nally, optimization of the large number of allowable parameters is
a pervasive problem that has received much attention and interest
by the engineering community.
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I. INTRODUCTION

Microlithography is the term often used in the semicon-
ductor microchip industry when referring to the use of litho-
graphic means to mass produce microelectronic chips. The
basic technique roughly consists of exposing a thin film of
a special type of material, called photoresist, to radiation or
an electron beam, whereby the incident energy contains the
spatial information necessary to pattern semiconductor de-
vice and circuit components. The photoresist has the special
property that it will be chemically altered by the incident en-
ergy. A subsequent dissolution process then removes either
the exposed or the unexposed film sections, depending on the
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type of photoresist material used. The final result is a com-
plex pattern left in the film that closely matches the desired
shapes of the semiconductor device and circuit element com-
ponents that are to be fabricated. This patterned set of shapes
in the film then serves as a mask for subsequent steps, such as
ion implantation, etching, and deposition of other materials.

Microlithography is widely recognized as one of the most,
if not the most, critical gating factors for enabling miniature
semiconductor device structures to be manufactured on a
truly massive scale. To emphasize this point, years before
submicrometer structures could be manufactured in large
quantities, technologists were able to create submicrometer
semiconductor devices on a small scale basis, such as by
patterning directly into photoresist with a scanning electron
beam. However, mass producing such devices and making
them available on a real commercial basis required far faster
methods than “writing” the patterns of each device individ-
ually. Consequently, optical microlithography has been, and
continues to be, the main workhorse for producing these
small devices in large quantities, as this method involves
the simultaneous illumination of massive number of device
patterns. At some point in the future, microlithography
techniques other than “optical” ones will need to be utilized.
The question of when optical microlithography will no
longer be adequate has been the subject of intense study and
debate for many years now.

Certainly today the issue of small devices is no longer one
of being “submicrometer.” Present advanced manufacturable
gate lengths in MOSFETs are about 0.18 m, so the issue of
“submicrometer” has long been settled. However, now the
truly advanced devices that can be made on a single basis
are approaching the nanometer regime. The same discrep-
ancy exists now as in the submicrometer era: namely, despite
the fact that individual devices with gate lengths smaller than
0.10 m can be created, they cannot presently be manufac-
tured. Again, microlithography is the major gating factor.

The present paper will focus on a very specific aspect of
optical microlithography, namely, the use of simulation to
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help guide the direction of this technology. Simulation has
long been used to help turn novel lithographic techniques into
manufacturable ones, as well as to fine-tune, optimize, and
enable conventional and reasonably understood techniques
to be used as aggressively as possible. We will first discuss
all of these aspects here in some generality, and then we will
turn in more detail to several areas that have been the focus
of our own research for the past few years.

Engineers, technologists, and scientists from a variety of
disciplines will find some commonality in the techniques
used in simulating microlithography processes. (Reference
[1], [2, Ch. 12–14], and [3, Ch. 7–9] serve as excellent
introductions and overviews on microlithography.) For
example, optics is, of course, a very important part of optical
lithography, as is the more detailed understanding of the
propagation of electromagnetic radiation through three-di-
mensional (3-D) microstructures. The solution to Maxwell’s
equations, and various approximations of this full solution,
are important here, as also occurs in so many other areas
of engineering, such as in the areas of microwaves, radar,
and printed circuit boards. Virtually any communication
application mediated by electromagnetic signals, such as
occurs with the design of antennae and transmission lines,
employs techniques similar to the ones to be discussed here
for optical microlithography. Moreover, chemical engineers
will find considerable overlap here with all the aspects of ex-
posure and development of photoresist materials. Chemical
reaction, diffusion, and surface evolution equations have all
been prominent in describing the behavior of photoresists.
Finally, microchip design engineers should find material
here of considerable interest, since the deviations from the
“straight-edge” designs that are used nearly exclusively in
computer-aided design (CAD) circuit layouts, versus the ac-
tual fabricated semiconductor structures, can be understood
and characterized in considerable detail by the methods
described in the present paper.

Simulation methods are an important component of mi-
crolithography development for a number of reasons. First,
the equipment involved in microlithography is extremely ex-
pensive, thereby necessitating careful planning when moving
to the next generation of lithographic tools. For example,
$5 million to $10 million for each exposure projection tool
in a manufacturing line is not uncommon; likewise, having
20 such tools or more in a single leading-edge facility is
not uncommon. These costs do not include the other crit-
ical costs of reticle making and photoresist processing. The
entire toolset involved in lithographic processing is roughly
limited in its ability to print smaller than a particular fea-
ture size. To produce printed dimensions smaller than this
amount, when advancing to the next smaller device genera-
tion, requires either a major overhaul or a complete replace-
ment of this tooling equipment. Such an investment by even
the largest semiconductor manufacturers is daunting, and re-
quires careful planning and checks to ensure that the invest-
ment will enable the desired goal to be reached. Simulation
is one of the key tools used for making these checks, par-
ticularly prior to the availability of such equipment. Manu-
facturers of semiconductor chips need to predict future litho-

graphic capabilities as accurately as possible, as this informa-
tion influences all the other process changes (ion implanta-
tion, oxidation, diffusion, etching, deposition, etc.) that will
jointly need to be made. In a similar vein, equipment man-
ufacturers of the next-generation lithographic tools need to
carefully guide and direct the design of these improved tools
to fit the semiconductor manufacturer’s future needs; simu-
lation aids enormously here as well.

There is a second reason that simulation methods are im-
portant, even when a new semiconductor device generation is
not being contemplated. When simple “shrinks” on present
devices are being made, without major changes in the de-
vice design, then simulation is essential for determining the
best way of pushing the present set of tooling to its max-
imum limits. For example, a number of optical enhancement
“tricks” have been discovered during the past decade that can
significantly improve the capability of available equipment.
Part of this innovation has been born of necessity, since the
development of a fully new generation of tooling at a new
illumination wavelength or a completely new source of ra-
diation, such as extreme ultraviolet (EUV) or X-ray, is an
enormously expensive task.

Thus, simulation is helpful for long-term planning, when
moving to an entirely new set of tooling, as well as for
optimizing and pushing present microlithographic tooling
to its most aggressive limits. However, we do not mean
to imply that simulation is some sort of magical panacea.
Continued experimentation in new areas is absolutely essen-
tial. The right balance between simulation and experiment
is a difficult question to answer, and depends on many
factors, such as the sophistication of the simulation program
with respect to the phenomena being examined, the skill
in using the program, the experimental factors that can be
controlled, the skill and expertise of the experimenter, the
availability of equipment, the relative expenses of the two
approaches, etc. In general, both simulation and experimen-
tation help each other test, confront, confirm, and probe
each other’s predictions and results. Often one or the other
will produce results that are puzzling and in the end turn
out to be mistakes in procedures; continued checks help
to ensure that long periods of time are not spent on wrong
directions. Some experimental results are absolutely critical
for providing calibration or model parameters to a simulator.
Some simulation results yield intermediate physical results
that are nearly impossible to obtain experimentally, but that
yield enormous physical insight into the inner workings of
the mechanisms involved in the phenomena.

Having acknowledged this important point about exper-
imentation, it is equally important to make the following
point, namely, that “simulation” is our best means for
making predictions about future possible experiments.
Here, we mean “simulation” in a very global sense, and
not “simulation” as pertains to some specific academic or
commercial program that a technologist may or may not
have found reliable. Simulation, in the broad sense, is an
encoding of available information about some phenomena,
and the structuring of it in such a way as to enable the best
available replication, interpolation, or extrapolation of the
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observed phenomena under similar or different conditions.
This “encoding of available information” means our best
encapsulation of experimental measurements and theoretical
knowledge, combined. If there is some new aspect of the
phenomena that has been discovered, then what better way
to record that knowledge than to fold it into the knowledge
base and logic incorporated into a “simulation tool?” If a
particular simulation tool is not “reliable,” then probably
either the phenomena is not well understood or characterized
to begin with, perhaps over the regime of data in question, or
else the software implementation of the available knowledge
about the experiment has not been adequately carried out.
Regarding the latter, we note that poor implementation
can cover a wide range of categories, from very simple,
basic coding mistakes, to user-friendly issues, to the very
difficult problems of numerical robustness, stability, and
convergence.

As will be emphasized here, simulation enters into mi-
crolithography at many different levels, ranging from the
very fundamental level of physical description to the fairly
phenomenological level. In some instances the more accu-
rate physical description is desired, while in other situations
less physically fundamental models may be desired. Specific
examples will be provided here of these situations. Choosing
the right level of physical detail depends on the intended ob-
jectives of the simulation, and the tradeoff between physical
accuracy, robustness, computational time, memory require-
ments, and ease of use. Reference [4] discusses many of these
points in some detail.

In this paper, we will first begin by providing a brief
historical review on the development and use of simulation
in microlithography, starting from the major beginning in the
1970s, and proceeding up to the most recent developments.
Until only a few years ago, microlithography simulation
was used nearly exclusively by lithography engineers; such
software served as a guide for new engineering develop-
ments in perfecting the printability of microchip circuitry
patterns. Most simulation aspects tended to concentrate
on the imaging of light for a few lines of a mask, then
simulating the effect of this imaging on the subsequent steps
of exposing photoresist material, baking it, and dissolving
the exposed or unexposed sections (depending on whether
the resist was positive or negative, respectively). The use of
simulation aided in deducing numerous “what-if” scenarios
that were often considerably more difficult, time-consuming,
and expensive to ascertain experimentally. While simulation
in microlithography continues to be used in this way, there
are also some new advances that promise to change the use
of microlithography simulation, making it more a part of
microchip design methods.

Section II-A first introduces the “conventional” use
of microlithography simulation, and reviews much of its
historical development. Section II-B then briefly describes
more recent advances that promise to change the application
of microlithography simulation. Sections III–V then turn to
three key areas of active interest in microlithography that
the authors have been directly involved. These areas are
discussed specifically here both because of their importance

to microlithography, and because they serve as illustrative
examples of the range of simulation application, from the
very physically detailed to the very phenomenological
in nature. In particular, Section III will focus on a more
fundamental physical description of imaging light through
an inherently 3-D optical mask structure, by fully solving
Maxwell’s equations in the spatial and time domain as
light propagates through the material. The importance of
investigating the imaging process at this level of detail is
discussed at some length. Section IV turns to a discus-
sion of the effect of exposing, baking, and dissolving the
exposed (unexposed) regions of the positive (negative)
photoresist. Here, we describe recent work involving a very
phenomenological model of the photoresist development
process. Section V then addresses the importance of making
use of modified illumination methods and optimization
techniques to enhance the printability of projection optics.
Recent results are discussed that hold promise for future
applications. Section VI ends with some concluding remarks
that tie these areas together.

II. BRIEF HISTORICAL REVIEW

A. Early Work

1) Overview: Lithographic techniques have long been
used in many areas of mass replication of designs, both in
art, as well as in engineering. Early on in the electronic
industry, when printed circuit boards were such a prominent
component, lithography was the means by which they were
produced. After the transistor was invented in 1948, and later
semiconductor integrated circuits (ICs) were developed,
then extending the use of lithographic techniques to mass
produce these circuits seemed a natural direction. However,
many issues needed to be resolved that were not present in
other areas of lithography.

Clearly the dimensions of device and circuit components
in ICs were enormously smaller, namely, on the order of
a few micrometers, than the corresponding dimensions for
printed circuit boards, with dimensions on the order of mil-
limeters. As can readily be imagined when making such a
huge transition in dimensional size, early microlithographer
investigators were not at all confident that imaging of optical
mask patterns onto thin photoresist layers would be techni-
cally feasible. Issues on integrity of mask patterns, imaging
near the optical limits, the ability of photoresists to adhere
to semiconductor materials and to retain structural shape ad-
equately to delineate such fine features, all had to be ad-
dressed. Moreover, the ICs necessitated other process steps
not present with printed circuit boards, such as the need to
mask out regions for ion implantation, for etching underlying
semiconductor material, and for growing oxide in only spe-
cific regions to form insulation regions. Would photoresist
materials enable such processes to be carried out? Indeed,
they certainly have. Moreover, dimensions have shrunk enor-
mously [5]–[7], falling from about 4 m in 1975 for the min-
imum critical dimensions, to about 0.18 m in 2000.

Lithographers recognized early on that to push mi-
crolithography to the desired limits [8], then far more
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Fig. 1 Example of simulated photoresist contours created by
SAMPLE, taken at 10-s intervals in the dissolution process.

needed to be understood about the detailed physical mech-
anisms in the different physical steps. An exciting period
of early investigations led to a series of seminal papers
[9]–[13] that were published by F. Dill’s research group
at IBM. These papers covered much of the basic physics
and chemistry issues that enable a reasonable description
of the key microlithographic processes, both from the
standpoint of modeling and simulating the key phenomena,
as well as measuring and characterizing the more critical
physical parameters. Indeed, much of this work led to the
development of the first major microlithography simulation
program called SAMPLE, developed by A. Neureuther’s
research group at Berkeley [14], [15]. These developments
in understanding of the interplay between imaging, ex-
posing, baking, and dissolving, helped to take the “art” out
of lithographic processes, and place the field in a much
better technological and scientific position.

The early simulation programs, as best illustrated by the
early academic program SAMPLE [14], [15] and later by
some internal industrial programs and the commercial pro-
gram PROLITH [16], [17], were all oriented toward under-
standing the formation of long lines and spaces in photore-
sist. More specifically, these programs calculated the two-di-
mensional (2-D) cross sections of infinitely long photoresist
lines and spaces, as illustrated in Fig. 1.

Projection optics has been the dominant workhouse in
microlithography, since the early beginnings of microelec-
tronics. Each “level” of a microchip, such as the source and
drain diffusion regions in a MOSFET, the high-conducting
“gate” regions, the “contact hole” regions, the conducting
lines connecting devices, etc., are all “printed” separately
at each level, as imaged through optical masks that contain
the entire pattern of shapes needed at that “level” in the
microchip circuitry. The optical masks are reduced in size
through the complex lens system that makes up the optical
projection system.

A full calculation of the pattern transfer from the optical
masks to the photoresist structure is enormously complicated
and unrealistically computationally demanding for even the
most powerful of today’s computers. At the classical macro-
scopic level, such a calculation involves solving Maxwell’s
equations in time and space to ascertain the evolution of the
full electromagnetic field due to the transmission of light

through all the optical components in a microlithography
optical projection system, and into the photoresist material.
Several physical factors, however, enable many physical
details to be ignored, thereby enormously simplifying this
computation. First, the light used to illuminate the photore-
sist is quasi-monochromatic. Until the past decade or so in
microlithography, this was accomplished by filtering the
light from a powerful radiation source, such as a mercury arc
lamp, to obtain the desired spectral component. Now, eximer
laser sources are often used. Using quasi-monochromatic
light means that the incident light is nearly all of the same
frequency, so calculational means were able to be used
that only dealt with essentially the change in time variation
from the center monochromatic frequency. This change
in time variation gives rise to the temporal coherency of
the light, thereby providing a means to greatly simplify
the calculations. Second, as will be discussed more in the
following section, the average rate of absorption of the
incident light by the photoresist occurs on a time scale
that is approximately seven or more orders of magnitude
slower than the periodicity of the incident light, as this
rate is largely governed by the atomic and molecular bond
transitions occurring in the resist due to the radiating light.
Third, the macroscopic chemical and optical properties of
the photoresist change much slower than even this time
scale, thereby enabling the time evolution of the change in
the photoresist material to be tracked at an even slower rate.
The macroscopic absorption of energy by the photoresist
material is governed by Poynting’s theorem in classical
electrodynamics [18], [19].

In addition to the time evolution approximations that were
made in the early simulation work, two other approxima-
tions helped enormously to simplify calculations. The first
was that the optical mask was very thin, so that it could be
treated largely as a transmission function that simply acted to
change the incident light amplitude by a multiplication func-
tion that varied as a function of space. As will be discussed
more in Section III, many advanced masks being made today
can no longer be treated in such a simple manner. Second,
early optical projection systems had relatively low numerical
apertures (NAs), at least as compared with today’s systems.
This fact enabled the rays of light incident on the photoresist
to be treated as being nearly normally incident, thereby sim-
plifying energy propagation into the photoresist.

In Sections II-A2–II-A5, we will discuss the early models
used to describe the key microlithography steps. Although
significant work has certainly been done since this very early
work, these initial models form the basis for much of the
work that has followed in subsequent years. By carefully re-
viewing this work, a better appreciation for subsequent work
can be obtained. Moreover, as will be noted, considerable
care is needed to be made in extracting the right level of phys-
ical detail at each of the process steps to adequately simulate
the overall process. Section II-B will present a brief overview
on the progress that has been made in academia and industry
since this early work, in the areas of physical description, nu-
merical computational ability, and ease of use. Sections III–V
will go into much more detail regarding three specific areas
of recent development.
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2) Imaging: The low NA of early projection systems en-
abled early researchers to separate the exposure of the resist
into two parts, where first the average radiation energy was
calculated as a function of space on the top surface of the pho-
toresist, and then that information was used to approximate
the propagation of the light energy into the resist. Moreover,
the low NA assumption meant that the incident rays of light
were at a sufficiently low angle of incidence to the normal
to the photoresist that the coupling of the different vectorial
components of the electromagnetic field could largely be ig-
nored. Instead, a “scalar” optical imaging calculation was uti-
lized, as discussed in [20]–[22].

For such a projection system, arguably the most important
component for simulating the final shape of the photoresist
structures is the calculation of the incident light energy dis-
tribution onto the photoresist surface. Often this quantity is
referred to in microlithography as the “aerial image,” in ref-
erence to the fact that the intensity of the light is in a plane
at the top of the photoresist, prior to entering into the resist.

Fortunately, the mathematics for dealing with calculating
an aerial image of an optical mask in a projection optics
system was developed by H. Hopkins nearly 50 years ago
[23]. The key relevant parameters are: 1) the distance from
the focal plane of the Gaussian image plane, meaning the dis-
tance to the plane where the best plane of focus exists, as de-
termined by geometrical ray optics; 2) the center wavelength
of the quasi-monochromatic light source; 3) a measure of de-
gree of spatial partial coherence of the illumination system;
4) the NA of the side of the lens system illuminating the semi-
conductor wafer; 5) the aberrations of the optical system; and
6) a full description of the spatial transmission function rep-
resenting the optical mask.

Early simulation work, such as implemented in SAMPLE
[14], [15] and PROLITH [16], [17], were largely concerned
with fairly simple optical masks consisting of only a few es-
sentially infinitely long lines and spaces, or a periodic set
of such lines and spaces. As will be discussed more in Sec-
tions III–V, the calculations of the aerial image of large 2-D
mask pattern designs are now routinely done. However, such
calculations have required the development of highly sophis-
ticated algorithms to minimize the computational burdens
[24], [25].

3) Exposure: The exposure process of a photoresist ma-
terial refers to the act of light changing a photoresist mate-
rial chemically, by breaking molecular bonds. The chemical
change in the photoresist material alters the optical proper-
ties of the material as well, most notably by changing its ab-
sorption property. The model for the absorption coefficient
that was proposed in 1975 [9], [10], [12] was the following
simple phenomenological linear model:

(1)

where is the fraction of photosensitive material, per
unit volume, present at position and time . The parameter

equals the absorption coefficient when all photosensitive
material has been chemically altered, while is the coef-
ficient that dictates the linear dependence of on .

Both and are measured and characterized according to
the type of photoresist being considered [10].

Equation (1) relates the concentration of the pho-
toactive compound (PAC) to the absorption coefficient. How-
ever, a second important component is also necessary in order
to model the exposure, namely, the time rate of change of

as the photoresist material is exposed. The model
used in 1975 was [9], [10], [12]

(2)

so that the time-rate of change of is assumed to be
linearly proportional to both the electromagnetic energy den-
sity at position and time in the photoresist, as well
as the amount of PAC present.

Thus, as the resist is exposed, a chemical reaction takes
place in the photoresist, and the optical properties of the ma-
terial change with time. The propagation of light into the re-
sist needed to be taken into account. Standing waves form
in the resist, due to an effective infinite number of reflec-
tions from the substrate/resist interface and the top surface
of the photoresist [26]. The above model for positive pho-
toresists, roughly described here, became known as Dill’s ,

, model. [10] described how independent measurements
could be made to determine these coefficients for each type
of photoresist material.

4) Baking: Due to the fact that nearly monochromatic
light is used to expose photoresist, standing wave light in-
tensity patterns exist in the photoresist during exposure. If
the photoresist is developed after such an exposure, then the
walls of the photoresist structures will have many ripples in
them, as illustrated in Fig. 1. As was discussed in [13], by
performing a postexposure “baking” of the photoresist, the
regions of high concentrations of photoactive compound con-
centration (PAC) can be “diffused” into the regions of low
concentration, thereby smoothing out the PAC profile and re-
moving the ripples. By doing this, a better process window
is obtained, since then changes in the thickness of the resist,
for example, will not result in such drastic changes in lateral
width of developed lines due to ripple changes affecting pro-
files.

The early simulation methods used are still largely the
same ones used today, namely, simply solving a diffusion
equation that roughly described this baking process. How-
ever, certainly numerical methods have improved consider-
ably [27] since early prototype approaches, and examinations
have begun for nonlinear diffusion effects.

5) Dissolution: The early means for simulating the disso-
lution of the exposed part of the positive resist was by treating
the development as though it occurred as a surface limited
etching reaction, the rate of which depended on the value of

at the surface. As described in [9], [10], and [12], by inde-
pendently measuring the rate of dissolution as a func-
tion of , where an entire bulk film was prepared and ex-
posed to have the same PAC concentration throughout, then
a local rate could be inferred and treated as the
actual dissolution rate at each point on the surface of a film
with varying PAC concentration. The work in [12] describes

1198 PROCEEDINGS OF THE IEEE, VOL. 89, NO. 8, AUGUST 2001



the mathematical treatment of the surface evolution as de-
termined by dividing the film into small cells, and removing
cells at a rate proportional to .

SAMPLE later made use of a string [28] and ray [29]
algorithmic approaches to speed up and reduce the memory
requirements of the cell method, although these approaches
still continued to have difficulties. For simple cross sections,
Fig. 1 illustrates what one would expect to obtain. From a
numerical point of view, surface evolution is undoubtedly
the most difficult of the computational aspects of photoresist
processing simulation. Early difficulties arose because
evolving surface fronts formed additional “loops.” If the
topology of the surface changed, even greater problems
arose. Fortunately, considerable advances involving the
mathematical and numerical treatment of surface evolution
has occurred since the start of this work, as discussed in
[27], [30]–[40], and in the level-set work in [41] and [42].

B. More Recent Developments in Microlithography
Simulation

Since the mid-1980s, a number of advances have been
made, particularly: 1) in the area of new physical conditions,
such as for high NA situations [43]–[46], [25], which
involves the inherent vector propagation of electromagnetic
radiation [47], [48]; 2) the very significant advances in
numerical methods, such as enabling 3-D solutions over
nonplanar topographies [33], [35] for tackling “reflective
notching” problems; and 3) the characterizations of new
photoresist chemistries [49], [50], [1] and optical conditions
[51], [52]. Regarding 3), new photoresist materials and
processes were developed, such as negative, silylated,
and chemically amplified photoresists,1 all requiring new
simulation models and capabilities. Also, new means of
modifying optical conditions [52], [53] also resulted in the
need for improved simulation tools.

There are two nearly opposite directions that microlithog-
raphy simulation is taking, as described in Sections III and
IV. First, as situations become more complex, a more detailed
account needs to be taken of physical situations and condi-
tions. Such is the case as described in Section III, where ad-
vances are discussed that go beyond the usual calculation of
the imaging of light through thin masks in optical projection
systems. The introduction of “phase-shift” masks has been
clearly shown, both experimentally and theoretically, to offer
significantly enhanced resolution printing capability. How-
ever, such masks introduce material and topography vari-
ations that often violate the “thin mask” transmission ap-
proximation normally assumed in aerial image calculations.
Section III describes advances by other researchers and our-
selves on overcoming this obstacle.

Second, at the other extreme, developers often seek
computationally simpler models that do not capture all
of the physical details that a full computation is capable
of including, simply due to the lack of time and memory
resources. Section IV describes research on photoresist

1See, e.g., C. Grant Willson, “Organic Resist Materials,” in [1], or further
information mentioned in [49] and [50].

development and etch development models that has success-
fully followed this path. This approach may help bridge the
fairly large gap that presently exists between microlithog-
raphers and microchip designers. We provide a number of
comparisons between simulation and experiment here.

A third very important area of simulation that is attracting
increasing attention is discussed in Section V, namely,
where automatic and semiautomatic means are pursued
to enable large-scale optimization of the printability of
microlithography processes. Such optimization procedures
have been used with both the more physically fundamental
microlithography simulation approaches, as well as the more
phenomenological approaches. Section V discusses some of
our own results to illustrate how dramatically subtle optical
microlithography enhancements can be used to improve
printability. This area emphasizes the optimization of a
multitude of complex, but promising competing resolution
enhancement effects. Each of these novel techniques can
affect the other one in an often very nonlinear manner, so
careful attention to the combination of these effects must be
made in order to achieve maximum printability effects.

III. FULL SOLUTION OF MAXWELL’S EQUATIONS FOR

IMAGING LIGHT THROUGH A COMPLEX MASK STRUCTURE

The microlithography process involves various scattering
phenomena, such as the scattering of light from alignment
targets during the pre-exposure alignment of wafers and the
scattering of light through mask apertures during photore-
sist exposure. A full solution of Maxwell’s equations first
found its way into microlithography in connection with the
problem of optical linewidth measurement of printed pho-
toresist lines, where such a full solution was necessary to ob-
tain an accurate description of the light scattering phenom-
enon involved [54]. The numerical technique employed was
the waveguide method, so called because the fields within the
object, which is assumed to be singly periodic (periodic in
one direction) and to have a rectangular sidewall profile, are
expanded in the eigenmodes of a waveguide having the same
horizontal cross section as the object. The waveguide method
was later extended to objects with arbitrary sidewall profiles
[55] and applied to the modeling of alignment-target scat-
tering, linewidth measurement and scattering from wafer to-
pography [56]. Tanabe [57] extended the waveguide method
to 3-D by formulating the problem in terms of the electro-
magnetic vector potential instead of the electric field. This
approach was implemented in a complete 3-D photolithog-
raphy simulator for modeling light scattering through mask
apertures and from wafer topography during photoresist ex-
posure [58].

A second approach based on the finite element method
(FEM) was employed by Matsuzawa to solve the 2-D
Helmholtz equation describing the scattering of light from
wafer topography [59]. They showed that this kind of
scattering can give rise to reflective notching, where the
sidewall profile of a printed photoresist line in the vicinity
of the topography is distorted by unwanted exposure caused
by the scattered light. Urbach and Bernard extended the
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FEM approach to include the effects of partial coherence in
the incident illumination and applied it to 2-D photoresist
exposure simulation [60]. Barouch employed the spectral
element method to model light scattering through mask
apertures and from wafer topography [33].

A third approach based on the differential method [61] was
employed by Yeung to model the scattering of light by inho-
mogeneity in a planar photoresist layer caused by beaching,
or the change of the attenuation index, of the photoresist
during exposure [43]. This method was extended to a pho-
toresist layer with a singly periodic, nonplanar profile using
a coordinate transformation technique [62]. It was applied to
the simulation of light scattering from 2-D wafer topography
[63].

A fourth approach based on the finite difference time do-
main (FDTD) method was employed by Wojcik to compute
the scattering of light by small particles on a wafer surface
[64]. This method was applied to the problems of alignment-
target scattering [65] and linewidth measurement [66]. Guer-
rieri implemented a 2-D FDTD algorithm on the Connec-
tion Machine and applied it to simulate light scattering from
2-D wafer topography [67]. Wong extended the implemen-
tation to 3-D and applied it to the problem of light scattering
through mask apertures [68], [69].

Lastly, the integral equation method was used by Klee-
mann to simulate light scattering from 2-D wafer topography
[70]. Yeung used a periodic fast multipole method to model
scattering from 3-D wafer topography [71].

Of the above-mentioned light scattering problems in
microlithography, only the scattering of light by alignment
targets, linewidth measurement and light scattering through
mask apertures continue to receive attention today in the
lithography community. The problem of light scattering by
wafer topography has become of less importance due to
the successful and widespread use of antireflective layers
to suppress light scattering during exposure [72]. The
following discussion will focus on the problem of light
scattering through mask apertures, although the numerical
techniques used to solve this problem are equally applicable
to the problems of alignment-target scattering and linewidth
measurement.

The computation of an aerial image requires knowledge
of the field distribution on the mask plane due to the light
transmitted through the mask apertures. In the usual treat-
ment of aerial image formation, the field distribution on the
mask plane is assumed to be that given by the Kirchhoff
boundary conditions,2 in which scattering effects are ne-
glected. Fig. 2(a) illustrates a Kirchhoff field distribution in
the vicinity of a mask aperture whose dimensions are

, where 157 nm is the wavelength of the incident
light. In this figure, each point in the incident plane wave
is assumed to propagate according to the laws of geomet-
rical optics through the mask structure, so that diffraction
through the mask aperture is absent. On the other hand, the
field distribution computed by the FDTD method is shown
Fig. 2(b), for a normally incident plane wave polarized in the

2See [20 p. 379].

Fig. 2 Magnitude of the instantaneous electric field in the vicinity
of a 2� by 12� isolated aperture in a binary mask illuminated by a
normally incident plane wave polarized in the X direction (TM).
� = 157 nm, chromium thickness = 100 nm, chromium refractive
index = 0:68� 1:11j. (a) Result based on the Kirchhoff boundary
conditions. (b) Result computed by FDTD.

direction. It can be seen from these figures that there are
significant differences between the Kirchhoff field distribu-
tion and the more accurate FDTD field distribution. When the
Kirchhoff and FDTD field distributions are used for aerial
image computation, the results can be very different, as il-
lustrated in Fig. 3 for the mask structure of Fig. 2 and for a
partially coherent optical system with and partial
coherence factor . Discrepancies between Kirchhoff
and FDTD aerial images have been reported before in aerial
image simulation in 248-nm lithography [73], [74]. The dis-
crepancies shown in Figs. 2 and 3 for 157-nm lithography,
however, are much larger. This is because the attenuation
index of the chromium absorbing layer at 157 nm is smaller
than that at 248 nm by a factor 1.11/2.01 [75]. Therefore, to
achieve the same attenuation factor, the ratio of the chromium
thickness to the wavelength in a 157-nm mask should be

times that in a 248-nm mask. This increased
ratio leads to greater diffraction effects in the propagation of
light through a mask aperture in 157-nm lithography and thus
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Fig. 3 Aerial images of a 0:5� by 3� isolated feature computed by FDTD and by the Kirchhoff
boundary conditions. The cross sections of the aerial images along the width and length of the
feature are shown. � = 157 nm, NA = 0:7, � = 0:8, reduction ratio = 4:1, chromium thickness
= 100 nm. (a) TE polarization. (b) TM polarization.

greater discrepancy between the Kirchhoff and FDTD aerial
images.

As can be seen from Fig. 3, the main difference between
the Kirchhoff and FDTD aerial images, at least to first order,
can be described by simply a scale factor. However, the value
of this scale factor will vary from one situation to another, de-
pending, for example, on the size of the aperture opening rel-
ative to the wavelength. Indeed, for complicated structures,
the value of the approximate scale factor can depend on a
large number of geometrical and physical factors concerning
the mask (e.g., thickness and material composition) and the
illuminating system itself (e.g., partial coherence, NA, and
wavelength). For any given structure, the reason why an ap-
proximate scale factor difference exists between the Kirch-
hoff and FDTD aerial images is that the aerial images formed
by a high NA optical system, such as those shown in Fig. 3,
are determined primarily by the lowest few diffraction or-
ders, which can be characterized by an effective transmission
and an effective phase for each mask aperture involved [74].
However, the effective transmission and phase are dependent
on the dimensions and thickness of the mask aperture com-
pared to the wavelength, as well as the polarization of the
incident light [76]. For general structures and situations, the
approximate scale factor between the Kirchhoff and FDTD
aerial images will have to be determined by simulation sep-
arately for each distinct mask geometry.

The above example illustrates how scattering from mask
topography can have a major impact on the performance of
binary as well as phase-shifting masks in 157-nm lithog-

raphy. A full solution of Maxwell’s equations for the propa-
gation of light through the mask apertures is required to give
the correct aperture fields for aerial-image simulation. As
mentioned above, various numerical techniques have been
used for the solution of this problem, the most popular of
which are the waveguide method [58] and FDTD [69]. In
the waveguide method, an arbitrarily shaped object is mod-
eled by dividing it into a number of horizontal slabs and ap-
proximating each slab by a portion of a vertical waveguide
having constant cross-sectional shape. In the FDTD method,
an arbitrarily shaped object is modeled by a staircase shaped
object conforming to the brick-like FDTD mesh. As a re-
sult, neither of these methods is suitable for the accurate
modeling of objects with curved surfaces, such as the aper-
tures of phase-shifting masks fabricated by a combination of
isotropic and anisotropic etching [69].

Recently, a hybrid time-domain method combining the
flexibility of the finite-element time domain (FETD) method
in modeling curved surfaces with the computational effi-
ciency of FDTD was developed by Wu and Itoh [77]. In this
hybrid FETD-FDTD method, the region next to the curved
surface of an object is treated by FEM while the remaining,
smooth region is treated by FDTD. The two regions overlap
in a thin transition region in which the fields are interpolated
back and forth between the FEM and FDTD meshes during
the time-marching loop of the algorithm. The original hybrid
FETD-FDTD method of [77] is only applicable to lossless
dielectric objects. The materials encountered in deep ultra-
violet lithography, however, are often lossy, as in the case of
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Fig. 4 Radar cross section of a sphere of radius 0.03 �m and
refractive index 0:85� 2:01j at a wavelength of 0.248 �m. The
results computed by the hybrid FETD-FDTD and the FDTD
methods for different mesh sizes � are compared with the exact
result.

photoresist, and, furthermore, can have negative dielectric
constants, as in the case of chromium. To handle such lossy
materials, the original hybrid FETD-FDTD method has been
extended to allow the use of a plasma permittivity function
to model materials with negative dielectric constants [78].

The accuracy of the hybrid FETD-FDTD method has been
verified by comparison with the exact result for a homo-
geneous spherical object. Fig. 4 shows the computed radar
cross section, which is proportional to the amount of energy
scattered per unit solid angle, as a function of the angle of
scattering, for a sphere of refractive index and
radius 0.03 m, which is modeled by a plasma permittivity
function, at a wavelength of 0.248 m. In this figure, the re-
sults computed by the hybrid FETD-FDTD method and those
computed by the ordinary FDTD method for different mesh
sizes are compared with the exact result given by the Mie
series solution. It can be seen that the results of the hybrid
FETD-FDTD method converge rapidly to the exact result as
the mesh size is decreased, whereas the results of the ordi-
nary FDTD method converge much more slowly. Indeed, the
FDTD results contain significant errors even when an im-
practical small mesh size of 0.0025 m, or roughly ,
is used. This example shows that highly accurate results can
be obtained from a full solution of Maxwell’s equations, pro-
vided that the proper numerical technique is used for the solu-
tion. For this purpose, the hybrid FETD-FDTD method is an
attractive numerical technique to use because of its computa-
tional efficiency and its ability to model complex shapes ac-

curately. Work is currently in progress to increase the compu-
tational efficiency and accuracy of the hybrid FETD-FDTD
method further, by employing both a higher order FEM and
a higher order finite-difference method to reduce the number
of nodes per wavelength required to achieve a desired level
of accuracy.

IV. USE OF PHENOMENOLOGICAL MODELS AND

CONNECTION TO CAD LAYOUT DESIGNS

A. General Considerations

At the other end of the detailed simulation spectrum lies an
area that has only recently really begun to flourish, namely,
the use of fast phenomenological models for predicting the
printability of photoresist materials. Here, recent develop-
ments will be described that relate improvements in algo-
rithmic development and the use of fast aerial imaging ca-
pabilities to the recognition of the need for also including
fast phenomenological models to take into account photore-
sist exposure, baking, and development effects.

Because these phenomenological models ignore many
of the detailed physical aspects, such as those discussed in
Section II-A, they naturally have inherent limitations. With
a clear recognition of such limitations, however, a natural
bridge can be formed between the processing world of
lithographers and the design world of microchip designers.
The much more phenomenological models of the present
section purposefully gives up a close physical description
in exchange for enormously reduced computational com-
plexity. Consequently, a greater reliance on calibration and
a reduced ability of predictability is openly recognized.
Nevertheless, the benefits are enormous, as should become
apparent shortly.

Several articles have been written in recent years de-
scribing the use of fairly simple “resist-bias” models
[79]–[86]. These models extend microlithography aerial
image simulation capability beyond the simple “threshold
energy model” [87], [79], [88] that is often used for ob-
taining a rough prediction for how an optical mask prints.
Here, we will examine general features of these models
and try to explain why they achieve good results, as well as
discuss their inherent limitations.

Detailed one-dimensional (1-D) and 2-D measurement
versus simulation results have been demonstrated with
excellent agreement over a range of linewidths [82]–[86].
The 1-D photoresist linewidths predicted with these models
correspond to the widths of the bottom edge of long lines
and spaces in photoresist, while the 2-D photoresist shapes
describe the contour of the bottom edge associated with
more general photoresist structures [85], [86]. Examples
and general summaries of these agreements, to date, will be
discussed in Section IV-B.

Undoubtedly the most important component used in the
present set of phenomenological models is the aerial image.
Fortunately, over the past eight years or so, several groups
have made significant advances in algorithmic approaches to
enable rapid calculation of this quantity [24], [25], [89], [81],
[88]. Instead of roughly scaling with the square of the area
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for such calculations, as was the case with the original algo-
rithms [23], [90], the fast algorithms available today roughly
scale with the area [25]. For a reasonable sized mask region,
using the original approach would have been utterly imprac-
tical, since the required CPU time would have been measured
in orders of years, as opposed to time as measured in minutes
or hours with more recent algorithms [25]. Consequently, this
new speed has opened up a number of new possibilities, such
as enabling information previously only available to lithog-
raphers in limited regions to now being practically accessible
to microchip designers, process technologists, and manufac-
turing engineers [91].

Basing fast phenomenological resist-bias models pri-
marily on the aerial image information can be understood
to be a reasonable procedure for a number of reasons. In
particular, the aerial image contains considerable informa-
tion regarding the electromagnetic energy distribution being
used to expose the photoresist. Of course, it does not contain
all the information in this regard, because it is not sufficient
to fully predict the propagational and exposure properties
of the fields within the photoresist, particularly for high NA
projection systems and thicker films [43], [44]. Instead, the
aerial image contains only the light intensity information at
one plane in the image space of the projection system.

Thus, one immediate consideration is that these models
may be tunable to yield good predictions for a given defocus
condition, but that without including more detailed informa-
tion from the incident light field, they should yield lower
quality predictions for other defocus values, particularly for
thicker resists. Undoubtedly more information from the inci-
dent field would help to improve this situation. Calibrating
these models to include the defocus has, indeed, recently
been found to be helpful [85], [86].

A second point to consider is that the aerial image for any
single defocus plane, despite not containing all the physical
information about fields in the image space of the projec-
tion system, still does contain an enormous amount of infor-
mation. This fact can be used to good advantage. After all,
the rigorous calculation of an aerial image will vary properly
with optical parameters, such as NA, aberrations, and partial
coherence. Consequently, if simulation predictions based on
such information match closely with experiment at one op-
tical setting, then they should be expected to also track fairly
well as optical parameters are changed. At the very least, this
behavior should hold reasonably well over a limited range,
that can be improved with additional calibration methods,
as mentioned earlier for the case of defocus. Moreover, one
can argue that unless one changes the optical conditions so
much as to enter into a regime where a much different basic
physical description is required, then changes in the original
model settings should be capable of tracking such changes
reasonably well. An example of a regime where a different
physical description is required occurs when one proceeds
from a low or mid-NA situation to a high-NA situation; in the
high-NA case, vector aerial image calculations are required
and the propagation of the light into the resist becomes much
less of a vertical propagation.

A third observation is that the resist bias models that
have been developed and reported on so far in the literature

Fig. 5 SEM micrograph of an optical projection mask. The
CAD design data for these structures had 0.25 �m as the smallest
dimension for printing on the wafer, or 1.0 �m on the mask (4�
projection system). In wafer coordinates, the region shown here
was roughly 3.0 �m by 3.5 �m. The long bar on the top right was 2
�m long.

[79]–[86] are generally intended to act as a perturbation
to the familiar “threshold model” [87], [79], [88]. This
threshold model essentially makes the approximation that
any point at the top surface of the resist that receives an
incident amount of energy above some threshold value
will either develop away, or remain, depending on whether
the photoresist is positive or negative. The second main
assumption in this model is that the energy received below
any surface point on the resist is proportional to the aerial
image intensity.

Clearly, this model is a very simple one, yet it includes
much of the optical information related to diffraction effects
involved with imaging a mask. Moreover, there is a key fea-
ture associated with this model that can make it fairly pow-
erful, namely, the choice of the contour value of the aerial
image that is used to fit measured data; this is the only free
parameter in this model. For the 2-D case, this single param-
eter can be used to force the threshold aerial image predic-
tion to agree with the measured shapes at one point in the
set of shapes examined. Used in this way, the aerial image
threshold parameter combines all separate controls that actu-
ally exist in the photolithography process (such as the expo-
sure, baking, and dissolution times) into a single parameter.
By forcing the predicted pattern, such as some critical dimen-
sion in Fig. 5, to agree with experiment, the model becomes
“tuned” to yield agreement at this point. All other dimensions
in the pattern are then determined by the aerial image con-
tour.

Nevertheless, it is certainly important to push beyond this
model, as will become clear in Section IV-B. Consequently,
a number of parameters that are only indirectly related to the
detailed physics have been explored by researchers [79]–[86]
to determine how well they can be utilized to gain some of
the predictability that exists in more fundamental simulation
approaches [14], [17], [27], [30]–[40]. A large number of
choices exist, including: 1) information in the optical image
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space, sampled from in and out of focus [81], [92], [85]; 2)
information in the focus plane, but along the direction of the
normal to the contour predicted from the threshold model
[79], [80]; 3) as a “diffused ” aerial image [79], [83]–[86],
to attempt to account for baking and other “diffusion re-
lated” effects; 4) information such as the slope of the aerial
image and the maximum peak intensity along a normal to
the threshold [82]; or, even 5) information like the curvature
of the shape predicted by the threshold model. The extent
to how well these models work, and for which resist condi-
tions, will undoubtedly continue to be investigated as tests
are made, and as new resist processing is developed. Clearly,
none of these approaches can hope to reproduce the more de-
tailed physical models conventionally used [14], [17], [27],
[30]–[40], but that is not really the aim; rather, the intent is to
find methods that work reasonably well for well-controlled
processes, and to use these models, with reasonably rapid cal-
ibration methods, to find the necessary fitting parameters for
the resist process in question.

B. Results Using Phenomenological Models

Many industrial groups are presently working on their own
proprietary phenomenological models for their own specific
resist and etch processes. Here, we report on a specific set of
models found to work with good success for the resist pro-
cesses and dimensions tested. Improvements beyond these
can undoubtedly be obtained, but these models clearly show
very useful results just as they are, which can indeed bridge
gaps presently existing with CAD tools used by designers.

Specifically, here we report on the use of a “diffused aerial
image,” so as to attempt to model, to some extent, the effects
of the diffusion process during post-exposure baking, as well
as “ to account for resolution loss due to other sources.”3

We used a fast aerial image simulator, FAIM [24], [25] and
a fast means for calculating the diffusion process, namely,
where the convolution with a Gaussian was done by taking
the inverse Fourier transform of the product of two Fourier
transforms. Specifically, the “diffused aerial image”
was related to the aerial image intensity by

(3)
where is the “diffusion length parameter” reported in the
next section. To clarify, writing this in the form of a 2-D
diffusion equation yields

(4)

which is solved by (3) when .
A second feature of our modeling approach was to char-

acterize the mask making process [93] and to take the im-
perfections into account due to mask corner rounding (see,
e.g., Fig. 5) that typically occur during the mask fabrica-
tion process. Here, we note that the IBM mask house that

3See [79, p. 203].

we worked with had several mask making processes that
could be used, depending on the resolution and turnaround
time required for the application. When the mask fabrication
process had a high resolution, and the critical dimensions of
the mask were not so aggressive, then of course the need for
accounting for the mask corner rounding became essentially
negligible. Otherwise, the corrected characterized mask was
used as input to the aerial image simulator.

Fig. 5 shows a scanning electron microscope (SEM) mi-
crograph of a mask made with the Etec Systems’ ALTA laser
beam mask writing tool. This mask was used for the study de-
scribed here. As can be seen in Fig. 5, although the mask is
of high quality, there is a significant rounding of corners that
is inherent to this mask making process. The precise SEM
measurements of the mask were used in generating our pre-
dicted printed shapes, enabling a more detailed calibration
of our model to the measured printed images. We note that
there have been several mask processes taken into account
in the course of our studies. As described elsewhere [93],
the mask processes can vary considerably from one semi-
conductor technology to another, and from one mask level to
another within a given technology. Typically this choice is
intentional, since there is a recognized tradeoff in the mask
accuracy required for a particular semiconductor technology
and process level in question, versus the cost and turnaround
time in fabricating the mask.

Third, there was one other “free parameter,” besides the: 1)
threshold (i.e., contour chosen in the final “diffused image”)
and 2) “diffusion length” that was calibrated in this mod-
eling work; namely, 3) the defocus value. It is well known
that the absolute defocus value in microlithography is a dif-
ficult value to ascertain, particularly within a few tenths of
a micrometer; differences from one setting to another are
very well controlled, but the absolute value, in relation to the
Gaussian image plane, is a much more difficult quantity to
know precisely. Moreover, one can certainly legitimately ask,
from a modeling standpoint, what is the correct value of de-
focus to use when calibrating this phenomenological model
to fit a set of shapes, particularly when considering photore-
sist films on the order of a micrometer in thickness.

We chose to fit our model to the measured photoresist
shapes described in the next section at not just one focus set-
ting, but over a range of focus values, where the differences
between focus conditions were determined by controlling the
wafer stage displacements, but the single “absolute defocus
value” for the family of data was used as a fitting parameter
in the model. We found, not surprisingly in hindsight, that
this parameter had a similar effect to changes in the diffusion
length in the model, undoubtedly because both parameters
act, roughly speaking, to smear the resulting image.

Nine of the shapes in Fig. 5 were selected for calibration
purposes, namely, all but those in the bottom right of
the figure. The calibration shapes included the three “T”
shapes shown, as well as six of the seven “bar” shapes. For
our choice of photoresist, stepper parameters, and resist
processing conditions, the smallest bar in Fig. 5 was poorly
resolved and exhibited residual resist. For this reason, it was
omitted from this study. However, the calibration shapes
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Fig. 6 SEM of UV2HS photoresist structures, corresponding to
the mask pattern shown in Fig. 5. The nominal focus setting used
here was 0.0 �m from the Gaussian image plane.

Fig. 7 SEM of UV2HS photoresist structures, corresponding to
the mask pattern shown in Fig. 5. The nominal focus setting used
here was 0.75 �m from the Gaussian image plane. As can be seen,
the smallest structure in the bottom right of Fig. 5 does not appear
here, as it does not print at this large defocus condition.

included the smallest dimensions used in the lithographic
process being characterized. The “T” shapes in Fig. 5
ensured that “inside” and “outside” corners were included
in the calibration, as well as horizontal and vertical shapes.
The smaller “contact” bars ensured that shapes with low
maximum aerial image intensity and small slopes were in-
cluded. These nine shapes, with 0.25- m minimum critical
dimensions, along with seven similar “T” and “bar” shapes
with 0.35- m critical dimensions, were used to calibrate a
0.25- m UV2HS lithographic process.

Figs. 6 and 7 show top-down SEMs of the printed shapes
in UV2HS photoresist, using the mask in Fig. 5. Figs. 6 and
7 correspond, respectively, to nominal focus settings at 0.0
and 0.75 m from the Gaussian image plane. As can be seen,
the smallest structure in the bottom right of Fig. 5 does not
print in Fig. 7, due to the large defocus value. A defocus set-
ting of 0.75 m far exceeds the allowed process window in
manufacturing (the process window is more typically within

0.3 m), but serves as an excellent test of the present phe-
nomenological model.

After 2-D SEM calibration procedures [85], [86] were car-
ried out, detailed comparisons were made between simu-
lation and experiment. Figs. 8 and 9 show contour predic-

Fig. 8 Superposition of simulation and measurement for the
in-focus case of nine of the photoresist shapes in Fig. 5.

Fig. 9 Comparison between SEM measurement of UV2HS
structures and simulation at 0.75 �m defocus.

tions from simulation, using the phenomenological model
discussed here, versus SEM edge detection of the shapes in
Figs. 6 and 7. As can be seen, the agreement is quite good. Far
more detailed characterization of the agreement was used,
however, as shown in Figs. 10 and 11. Plots such as these
were used to represent and analyze the distribution of dis-
tances and directions between corresponding simulated and
measured points. The lengths of the vectors in Figs. 10 and 11
are scaled to the magnitude of the differences between simu-
lation and measurement, thereby enabling easy identification
of the regions of largest deviation. Probing into the source of
the regions of large deviations often resulted in the identifi-
cation of a mask fabrication defect, a poor SEM signal, or a
poor quality resist edge.

The upper left-hand corner of Fig. 10 contains a sum-
mary of the distribution of vector lengths. For example, the
“100 0 nm,” “87 5 nm,” and “72 10 nm” spec-
ifications indicate that 100 vectors were contained in the
plot, of them with lengths less than 5 nm

of them with lengths between 5 and 10 nm,
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Fig. 10 Vector plot of the deviations between simulation and SEM measurements corresponding to
one of the UV2HS printed “T” shapes in Fig. 5.

etc. The “3 Sigma” designation in the lower left indicates
the value of 3- standard deviations for the data. The max-
imum vector length can be found in the lower right of the
plot, which here was 27 nm.

Fig. 11 demonstrates the results when the plot is expanded
to include a larger number of shapes. Here, 4500 measure-
ments of the difference between simulation and experiment
are displayed. Consequently, individual vectors cannot be
distinguished. However, the width of the band provides
helpful information. Moreover, displaying the distribution
of vector lengths in “bins,” with each in a different color,
aids analysis considerably.

Using the simple, but fast phenomenological model as de-
scribed here, at our present level of sophistication in applying
these methods, we have typically found that after proper cal-
ibration, the shapes of photoresist images can be predicted
to within a 3- variation equal to 15 nm, for all points on
the 2-D shapes. This value applies to 2-D photoresist shapes
exposed with 248-nm photolithography for 0.25 m critical
dimension images at zero defocus. Evaluation of samples ex-
posed at 0.5 m defocus typically increases this 3- variation
to about 40 nm for our optical exposure conditions of 0.5 for
the NA and 0.6 for the circular partial coherence parameter.

By carefully characterizing a stable resist process, where
the film type and thickness, baking cycle, and dissolution
step are all fixed, then appropriate phenomenological param-
eters can be found that do an excellent job of predicting the
final printed shape patterns. Changing critical dimensions
significantly may require the calibration of new parameters,
or extensions of these models, if new physical effects then
become important, such as nonlinear diffusion effects. Nev-
ertheless, the method seems reasonably clear, that by exam-

ining a range of shapes and sizes that will typically be pro-
duced in a circuit pattern, and where minimum critical sizes
exist, as is always the case in present microlithography situ-
ations, then fast, accurate phenomenological models can be
imposed that will greatly aid in characterizing shapes over an
entire circuit pattern.

As will be discussed in Section V, by then adding addi-
tional shapes, or “serifs,” to the corners and edges of pat-
terns, as well as by simply biasing edges, then final printed
shapes can be printed much closer to the actual intended de-
signs. Such “proximity” corrections require highly sophisti-
cated optimization procedures, however, as discussed in Sec-
tion V.

C. Connecting with CAD Layout Methods

Present practices in circuit layouts nearly exclusively use
the rectilinear patterns that give rise to the shapes in Fig. 5,
despite the now well-known differences that exist between
these patterns, the ones on the mask (see Fig. 5), and the ones
in the actual photoresist patterns on the wafer (see Fig. 6).
Upon visually seeing these differences, undoubtedly one’s
immediate reaction dwells on why these differences are
not better taken into account in very large scale integration
(VLSI) CAD design. After all, such differences in shapes
will clearly have impacts on the intersected contact areas be-
tween levels, which affects allowable current density levels.
Moreover, shapes of other structures will affect critical
signal delays, due to capacitance and resistance changes.

Now, it should be noted that at the single device level,
these differences in shapes are certainly well known and
usually carefully taken into account. They have to be, since
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Fig. 11 Vector plot, as in Fig. 10, but containing the deviations for all nine of the structures in
Fig. 6, between the SEM detected edge of the resist structure and the simulated predictions.
Displaying this plot in color, with each set of vectors having a separate color, aids in distinguishing
between the regions.

changes in gate shapes, storage trench sizes, etc., all have to
be carefully controlled to obtain the correct device behavior.
However, when putting many devices together, and when
accounting for proximity effects of nearby devices on
pattern shape alterations, the changes in shapes are only
now beginning to be carefully implemented at the detailed
level as presented here.

As discussed in [91], several reasons exist for this divide.
Certainly, the present high speed algorithms have only rela-
tively recently become available, and the new well-calibrated
phenomenological models for 2-D shapes is yet even more
recent. Moreover, and perhaps more importantly, the data
volumes rise enormously with this better characterization.
Whereas a single rectilinear shape would only previously
have required four sets of and coordinates, now far more
points would be required to characterize the curved shapes.
Lastly, current practices and divisions in practice between de-
signers, technologists, and manufacturing engineers will re-
quire changes to help merge the knowledge and usage from
one area to another. The present practice of relaying and re-
stricting deviations from the rectilinear patterns in circuit de-
sign is done via a list of “design rules” that encode such
things as the smallest contact area, proximity relations, etc.
Properly merging the additional information in lithography
simulation into design tools in the most practical manner will
require dedicated efforts, acceptance, and training within the
industry.4

4Examples of overlaid CAD shapes, simulation prediction, and compar-
ison with experiment, for multiple levels, are shown in [91].

Fig. 12 Superposition of predictions from a threshold aerial
image model (outside curve), versus the threshold aerial image
model with mask corrections (middle curve), versus a diffused
aerial image threshold model, with mask corrections (inner curve).
The inner curve matches experimental data closely.

To illustrate more explicitly the differences between
the CAD rectilinear shapes and three successive levels of
approximation in the phenomenological simulation models,
Fig. 12 shows the comparisons laid on top of each other
for the “T” shape in Fig. 10. As can be seen, the first
order-correction due to a threshold-energy aerial image
model is significantly different from the rectilinear CAD
design. Upon taking the corner rounding on the optical mask
into account (Fig. 5 shows typical mask corner rounding),
one obtains the next improvement in prediction. The most
inner curve in Fig. 12 shows the prediction using the corner
rounding plus diffused aerial image. This curve lies virtually

COLE et al.: USING ADVANCED SIMULATION TO AID MICROLITHOGRAPHY DEVELOPMENT 1207



on top of the SEM measurement, at the magnification
showed in this figure, and as displayed more explicitly in
Figs. 8 and 10.

V. OPTIMIZATION OF RESOLUTION ENHANCEMENT

TECHNIQUES

A number of novel optical enhancement resolution tech-
niques have been introduced and explored with consider-
able interest in microlithography during the past decade, in-
cluding5 proximity correction methods (serifs and auxiliary
support structures) [94]–[99], phase-shift masks [51], [100],
off-axis illumination methods [52], [53], pupil filters, and
focus-modulation methods [101]. These techniques have en-
abled the use of optical lithographic methods to extend far
beyond what most researchers had predicted a decade ago.
About that time, most researchers felt the smallest dimen-
sions that could be produced with projection printing were
roughly equal to the wavelength of the illuminating radia-
tion. However, present production chips already have min-
imum dimensions equal to 0.18 m using 0.248- m wave-
length light, thereby clearly pushing well beyond the pre-
viously assumed limit. Moreover, there is considerable im-
petus that yet further improvements are achievable, namely,
to sub-half wavelength feature size printability [53].

What has become very apparent is that by making the op-
tical mask considerably different than what one really needs
to print, then far greater resolution capability is achievable
than what would be obtained from a simple application of
Rayleigh’s criteria in optics [20]. Rayleigh’s criteria pro-
vides a rough estimate of the resolution that is achievable
if one attempts to make the image of an object be very sim-
ilar to the object in optics. However, if one is willing to make
the object considerably different than the image, such as by
including “subresolution” elements that are not intended to
print themselves, but that are intended to aid in the print-
ability of another object, then Rayleigh’s criteria no longer
applies.

An example of this effect is shown in Figs. 13 and 14.
Fig. 13 shows a gate pattern that might be used in making
an SRAM. If the minimum feature size is close to the wave-
length of the illuminating light, then the printed features
will be significantly different from the intended design, due
in part to diffraction effects. In particular, the ends of the
lines will be shortened, and each corner will be significantly
rounded. However, by added “serifs,” line extensions, and
linewidth biases, such as those shown in Fig. 14, then much
improved printability can be obtained.

An even more dramatic effect can often be obtained by in-
cluding changes in transmission in the object so as to intro-
duce destructive and constructive interference components
in the path of the transmitted light [51], [100]. These ele-
ments act to “phase shift” the transmitted light. Now, the
mask can become even more significantly different from the
intended printed pattern, with yet greater potential for im-
proving printability. Such results have been well documented
in the literature, from as far back as 1982 [100]. However, the

5Please see the numerous references cited in the following articles as well.

Fig. 13 SRAM CAD design for gate level of MOSFET structures.

Fig. 14 SRAM CAD design with subresolution proximity
corrections consisting of “serifs,” edge biases, and line extensions
to enable the final printed photoresist structure print closer to the
intended design structure shown in Fig. 5.

difficulty in making reliable phase-shift mask structures for
a wide range of pattern shapes and sizes, all with adequate
process windows (i.e., where the images can be reliably pro-
duced despite unavoidable variations in focusing and expo-
sure conditions), has been a major difficulty in realizing this
full potential.
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Likewise, changing how these masks are illuminated,
such as by controlling the degree of partial coherency of the
incident light and the direction of incidence, and possibly
coupling this change in illumination with phase shifting
methods, can provide significant additional benefits [52],
[98]. Each of these methods can improve the imaging and
projection printing of microcircuit designs, but due to their
nonlinear nature, it is not easy to a priori predict when they
compete against each other with degraded results. In other
words, a potentially improved methodology can actually
reduce printability if improperly placed. For this reason, the
optimization of the availability of these numerous effects has
become a very important issue in optical microlithography.
The optimization must take into account the restrictions
imposed on the manufacturing process of the masks and the
exposure of the wafers. Because the optimization is design
dependent, then the problem is far from trivial.

Hence, there are a number of competing complicating ef-
fects. First, of course, to optimize adequately, requires a cost-
function that reasonably reflects what one wants to achieve
in practice. Second, computing complexities can restrict the
full usefulness of such a definition. Third, engineering flex-
ibilities on what can reasonably be altered in a cost-efficient
and time constrained manner must be taken into account. Ac-
tive research along these lines is a major part of present mi-
crolithography simulation efforts.

Reference [53] describes an optimization approach that
combines proximity correction effects using serif-like
structures, as in Fig. 14, with off-axis illumination aperture
optimization, with an attenuated phase shift mask structure
[102]. (The attenuated PSM structure is generally consid-
ered a much easier mask to construct than most other PSM
forms). The initial optimization scheme employed was a
modified conjugate-gradient with a Kamon illuminator
[103], [104] shape as the initial condition, with the
smallest printable slope of the aerial image as the initial
cost function. An improvement in the minimum contrast
was obtained with a systematic march that depended on
the various derivatives in “illuminator space.” Optimization
was also performed at the limiting end value of the desired
defocus range, thereby improving printability throughout
the entire defocus budget.

Combining algorithmically this illuminator optimization
with mask proximity corrections enabled necessary correc-
tions to aggressive SRAM mask designs with feature sizes
as small as 140 nm when employing 248-nm illumination.
Fig. 15 illustrates the predicted contour of the printed shapes.
Fig. 16 shows a contour plot of the associated aerial image
associated with this mask structure. As one can see, the con-
trast associated with this imaging is very good.

Further work continues on constructing such masks and
experimenting with the best methodology for taking CAD
designs and turning them into manufacturable masks and
photoresist patterns. Besides the mathematical problems of
optimization in reasonable execution times, as referred to
here, other key concerns are properly folding these methods
into the usual practice of lithography and microchip design,
where groundrule pattern layout specification, groundrule

Fig. 15 Predicted contour of printed photoresist shape after
optimizing the illumination conditions, the serif structures (as in
Fig. 14), and using an attenuated PSM. The smallest feature size
here is 140 nm; the wavelength is 248 nm.

Fig. 16 Contour plot of the calculated aerial image corresponding
to the optimized conditions associated with Fig. 15.
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checking, mask construction, mask writing, and mask repair,
are all key concerns.

VI. CONCLUDING REMARKS

This paper first surveyed the early development of
microlithography simulation, then gave a brief summary
of work done since that time. Three areas of more recent
development were next described, namely: 1) a detailed
solution of Maxwell’s equations for propagating light
through a complex reticle structure, such as would be
used in phase-shift mask technology; 2) phenomenological
models that describe resist and etch development processes;
and 3) the optimization of microlithographic resolution
enhancement effects. Without question, there are other very
important areas that could be discussed, such as a more
recent detailed probing into photoresist processing at the
molecular level [105], new photoresist chemistries, work
done on alignment structures, surface imaging methods,
investigations into improved process windows, modeling
of film deposition, and imaging and exposure using new
sources of radiation. However, our aim here was to give a
brief review, then show three very representative problems
of key interest, including one very fundamental physical
area (Section III) and one very phenomenological area
(Section IV). Both approaches can be extremely useful,
although usually not to the same group of technologists. For
example, a detailed photoresist development simulator is of
more use to a lithographer developing a photoresist process,
where the best combination of film type, film thickness,
and exposure and baking conditions is not yet known. In
contrast, the phenomenological resist bias models described
in Section IV are of more use to a mask designer and per-
haps a manufacturing engineer and a circuit designer. These
models are only applicable once the lithographic processes
are well established and controlled, as the models cannot
make accurate predictions on changes in film thickness, for
example. Instead, such models rely heavily on calibration
methods.

As can be seen, the simulation of photoresist processing
has numerous ties with other areas of engineering. We an-
ticipate that further advances in fundamental understanding,
computational methods, computer hardware, and integration
of lithography simulation methods into other areas of engi-
neering, particularly in both the CAD design areas and man-
ufacturing areas, will continue. This capturing and testing
of knowledge by simulation methods, via close comparisons
with experimental efforts, is essential for continued strong
developments in microlithography, as well as for considera-
tions into the area of nanotechnology.

As can be seen, the simulation of photoresist processing
has numerous ties with other areas of engineering. We an-
ticipate that further advances in fundamental understanding,
computational methods, computer hardware, and integration
of lithography simulation methods into both CAD and man-
ufacturing areas will continue. Simulation methods that are
closely coupled with experimental testing will remain essen-
tial for the future development of microlithography, as well

as for the explorations of alternative technologies in the de-
sign and manufacturing of microelectronic circuits, and pro-
gression into the nanotechnology arena.
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