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ABSTRACT
Supercomputers are highly sophisticated computing systems de-
signed to handle complex and computationally intensive tasks. De-
spite their tremendous efficiency, performance problems still arise
due to various factors, such as load imbalance, network congestion,
and software-related issues. Monitoring frameworks are commonly
used to collect telemetry data, which helps identify potential issues
before they become critical or debug problems. However, teleme-
try analytics is essentially a big data problem that is becoming
increasingly difficult to manage due to terabytes of telemetry data
collected daily. Owing to the limitations of manual analysis, re-
cent analytics frameworks leverage automated machine learning
(ML)-based frameworks to identify patterns and anomalies in this
data, enabling system administrators and users to take appropriate
action towards resolving performance problems quickly.

This paper explores the benefits and challenges of ML-based
frameworks that automate performance diagnostics, particularly
focusing on labeled training data requirements and deployment
challenges. We argue that ML-based frameworks can achieve de-
sirable performance diagnosis results while reducing the need for
large labeled data sets, and we demonstrate successful prototypes
that are suitable for rapid deployment on real-world systems.
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1 INTRODUCTION
Supercomputers are among the most powerful computing systems
in theworld [20]. The speed and performance of supercomputers are
truly impressive, with some of the fastest machines in the world ca-
pable of executing quintillions of calculations per second [26]. The
architecture of a supercomputer is highly sophisticated, consisting
of thousands of interconnected processing nodes that work together
to provide massive parallelism and processing power [20, 24, 32].
This architecture enables supercomputers to execute thousands of
tasks simultaneously for processing large datasets and performing
complex simulations. These capabilities have made them invaluable
in scientific research, engineering applications, and many other
fields. They have also been applied to solve some of the world’s
most challenging problems in areas such as climate modeling, drug
discovery, and astrophysics, as well as in commercial applications
like financial modeling and risk analysis. However, despite the
tremendous power of supercomputers, they are not immune to
performance problems. Detecting and diagnosing these problems
have become increasingly critical as supercomputers have grown
more complex, powerful, and expensive (i.e., in terms of operational
and energy costs).

Performance problems can arise from various sources, includ-
ing load imbalances, scheduling problems, network congestion,
hardware faults, software inefficiencies, and other factors. Load
imbalances and scheduling problems occur when the workload dis-
tribution across the system’s processors or cores is uneven, leading
to some processors being overutilized while others are underuti-
lized [19]. This type of imbalance can result in reduced efficiency
and increased resource consumption, ultimately leading to lower
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overall performance [18]. Network congestion is another common
problem in supercomputers [15, 37]. These machines rely on com-
plex interconnect networks to facilitate communication between
processors and cores, and if the network becomes congested, it
can lead to performance degradation. Software-related problems
are also a common source of performance problems in supercom-
puters [2, 17]. Poorly optimized code, for example, can result in
excessive memory usage, increased communication overhead, and
inefficient use of system resources. Memory management problems,
such as memory leaks or excessive swapping, also often lead to
performance degradation.

Detecting and diagnosing performance problems in supercom-
puters requires advanced analytics frameworks that can ideally
provide near-real-time insights into system behavior along with
automated alerts. These frameworks can help identify bottlenecks
and other performance problems in a fully- or semi-automated way,
allowing system administrators to take corrective action quickly.
The foundational element behind these frameworks is monitoring
frameworks, which have become the de-facto standard [1, 11, 28].
In practice, a supercomputer commonly employs one or more moni-
toring frameworks to collect information on the resource utilization
characteristics of the whole system. Monitoring frameworks often
gather telemetry data in the form ofmultivariate time series through
performance counters across different subsystems (e.g., memory,
CPU, network), system logs, and traces. This proactive monitoring
approach can help minimize system downtime and improve overall
system efficiency. For example, network traffic, processor usage,
memory usage, and other key metrics can be leveraged to identify
potential issues before they become critical.

Although monitoring frameworks have advanced significantly
in recent years (e.g., low memory overhead, negligible latency, etc.),
the big data problem of monitoring is becoming increasingly diffi-
cult to manage. Supercomputers generate vast amounts of telemetry
data, accumulating billions of data points over time, leading to ter-
abytes of data generated daily. Analyzing this data is a daunting
task, requiring sophisticated data processing and analysis tech-
niques. Fortunately, researchers have developed advanced analytics
frameworks to help system administrators extract meaningful in-
sights from available data [5, 7, 13, 23, 29, 33, 36]. These frameworks
leverage machine learning (ML) algorithms and other advanced
techniques to identify patterns and anomalies, enabling system
administrators to take appropriate action quickly. For the rest of
the paper, we refer to these frameworks as ML-based frameworks.

This position paper offers an overview of various recent ML-
based frameworks, specifically focusing on their labeled training
data requirements and suitability for deployment. We examine open
problems and potential next steps based advantages and disadvan-
tages of the available ML-based frameworks. Our primary objective
is to argue that a desirable performance diagnosis score can be
achieved with limited reliance on large labeled data sets using ML-
based frameworks. Furthermore, we present successful prototypes
that are suitable for rapid deployment on real-world systems.

Section 2 provides an overview of telemetry data-based analytics
in supercomputers. Section 3 discusses success stories and chal-
lenges with ML-based frameworks, including the deployment angle
at scale. Finally, Section 4 summarizes the key findings and open
problems for leveraging ML-based frameworks in supercomputers.

2 BACKGROUND
Over the last decade, there have been significant advancements in
high-performance computing (HPC) systems, particularly in pro-
cessor performance, networking technologies, storage capabilities,
and software tools. These improvements have enabled these sys-
tems to process larger workloads and perform computations faster.
However, despite these advancements, HPC systems still encounter
challenges in maintaining their efficiency and reliability, primarily
due to performance anomalies. Performance anomalies can occur
due to various factors, such as hardware problems, software bugs,
network congestion, and workload imbalances. They can signifi-
cantly affect the efficiency and reliability of the system, leading to
longer processing times, increased energy consumption, and varia-
tions in the application’s performance. For example, performance
anomalies can cause an eight times increase in application running
times in production systems [38], impacting efficiency and cost in
major ways.

Currently, a popular procedure for detecting and diagnosing
issues in large-scale systems involves system administrators manu-
ally examining logs and telemetry data and utilizing their domain-
specific knowledge to identify problems. However, the complexity
and scale of HPC systems make manual analysis extremely chal-
lenging to detect or diagnose these anomalies at scale. Traditional
rule-based anomaly detection methods are also limited because
of several reasons. Firstly, creating these rules is a manual and
time-consuming process that requires domain-specific expertise.
As systems become larger and more complex, creating rules that
can accurately diagnose issues becomes increasingly challenging.
Secondly, these rules are not generalizable, as they can only de-
tect issues that have been explicitly defined. As new issues arise,
new rules must be created, which can become unmanageable as
the system grows. Thirdly, transferring knowledge across different
systems is difficult, as the rules that work for one system may not
apply to another. This means that the expertise required for diag-
nostics must be built up separately for each system, which can be
inefficient and costly.

Fortunately, ML offers a promising solution to this problem. Un-
like traditional rule-based methods that rely on fixed thresholds
and predefined rules based on domain expertise, ML-based frame-
works can learn and adapt from historical data to identify and detect
anomalies automatically. This approach offers several benefits, in-
cluding runtime anomaly detection, the ability to adjust to new
patterns in the data, and improved accuracy over time. Over the
past decade, there has been a notable increase in the development
of ML-based frameworks designed to detect performance anomalies
in HPC systems. These frameworks can be categorized into three
main groups: supervised, semi-supervised, and unsupervised, based
on the amount of labeled data used during the model training stage.

Researchers have designed supervised ML-based frameworks
to address the challenge of detecting and diagnosing performance
anomalies in HPC systems [7, 23, 35]. These frameworks utilize a
range of algorithms such as support vector machines [30], k-nearest
neighbors [21], random forest [31], and Bayesian classifier [25].
These frameworks aim to detect anomalies or identify the type of
anomalies (i.e., diagnosis). This is achieved through the use of la-
beled datasets that contain healthy and anomalous application runs.
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Figure 1: Anomaly detection and diagnosis performance for
Random Forest and several baselines using 5-fold stratified
cross-validation. Random Forest correctly detects 98% of the
anomalies with a 0.08% false alarm rate.

Although supervised ML-based frameworks have shown promising
results in detecting performance anomalies, they have a significant
limitation of requiring a large amount of labeled data, which can
be time-consuming and expensive. In fact, telemetry data collected
from HPC systems is often largely unlabeled. Furthermore, the
high-dimensional and voluminous nature of time series data in
such systems makes it impractical to label each sample manually.
As a result, researchers have designed alternative approaches, such
as semi-supervised and unsupervised ML-based frameworks.

Semi-supervised ML-based frameworks aim to achieve target
anomaly detection or diagnosis performance using much fewer
labeled samples than fully supervised methods, thereby reducing
the cost and effort required for manual labeling. These methods
typically involve training an ML model on a small subset of labeled
data and leveraging additional information from the unlabeled data.
One such popular approach uses autoencoders [10], which are neu-
ral networks trained to reconstruct input data. This approach has
been used for detecting anomalies in HPC systems by learning the
normal behavior of compute nodes and detecting anomalies based
on the reconstruction error [12]. Similarly, Aksar et al. [5] introduce
an autoencoder-based semi-supervised framework for diagnosing
anomalies in production HPC systems. Their approach involves
learning the characteristics of previously encountered performance
anomalies in an unsupervisedmanner, followed by using supervised
classifiers to diagnose anomalies on compute nodes. Other semi-
supervised methods in the HPC domain for detecting performance
anomalies include clustering-based approaches, which group sim-
ilar time series samples. For each cluster, the labeled samples are
used to train a supervised classifier and classify the remaining un-
labeled samples in that cluster. Another semi-supervised approach
for diagnosing anomalies is based on active learning [4], which in-
volves selecting the most valuable unlabeled samples for labeling by
a human expert and using these samples to train a supervised clas-
sifier. By leveraging labeled and unlabeled data, semi-supervised
methods have shown great potential in improving the accuracy
and efficiency of anomaly detection and diagnosis in HPC systems.
However, labeling a relatively smaller number of samples (i.e., com-
pared to data requirements of fully supervised methods) can still
be time-consuming and challenging in practice, which motivates
the design of unsupervised ML-based frameworks.

In the unsupervised setting, an ML model is trained without
labeled data. The goal is to discover hidden patterns and relation-
ships in the data without having the label information. Traditional
unsupervised learning methods include K-means clustering [22],
local outlier factor [6], and kernel density estimation [14]. These
methods aim to identify the underlying structure or pattern in the
data and detect anomalies based on deviations from that structure
or pattern. However, their performance can be limited when data is
complex or similar in shape, making it difficult to distinguish normal
patterns from anomalous ones. Furthermore, distance-based clus-
tering methods may not be able to handle high-dimensional data
or outliers. In contrast, researchers often use deep neural networks
in state-of-the-art unsupervised frameworks to detect anomalies
in multivariate time series data. These methods include adversari-
ally trained autoencoders [9] for isolating anomalies, graph neural
networks for identifying anomalies via attention-based forecasting
and deviation scoring [16], deep transformer networks that utilize
attention-based sequence encoders [34], and recurrent autoencoder
models that capture the healthy time-series characteristics while
capturing temporal dependencies in the data [29]. Despite unsu-
pervised frameworks excelling in detecting anomalies, these frame-
works lack the ability to diagnose anomaly types as they do not
utilize known anomalous labels.

3 SUCCESS STORIES AND CHALLENGES
WITH ML-BASED FRAMEWORKS

In this section, we present ML-based framework success stories and
challenges. We discuss supervised and semi-supervised frameworks
for anomaly detection, as well as unsupervised frameworks.We also
discuss the challenges of deploying ML-based frameworks at scale
in HPC systems. Despite these challenges, ML-based frameworks
improve HPC system performance.

3.1 Evaluation Metrics
To evaluate the performance of ML-based frameworks, we use
the F1-score as a primary evaluation metric since it is commonly
adopted to assess the classification performance of ML models,
especially in scenarios with imbalanced datasets. The F1-score is
particularly well-suited for evaluating anomaly diagnosis frame-
works due to the rarity of anomalies compared to the abundance
of healthy samples. The suitability of the F1-score extends beyond
binary classification tasks and also applies to multi-class settings,
where anomalies can be represented by one or more classes. By con-
sidering both precision and recall, the F1 score provides a balanced
assessment of the model’s ability to accurately classify anomalies
in such imbalanced datasets.

Another popular metric is Area Under the Curve (AUC) [27],
which is generally adopted for binary classification tasks such as
anomaly detection. It measures the overall performance of a model
by assessing the trade-off between a true positive rate and a false
positive rate at various classification thresholds. It provides a com-
prehensive summary of the model’s classification power across
different thresholds, regardless of the threshold chosen for the final
classification. However, the AUC may not be a suitable metric in
scenarios where the class distribution is heavily imbalanced. In
such cases, where the rare anomalies are of primary interest, a
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Figure 2: During the preparation stage, we collect telemetry data from compute nodes while running applications with and
without synthetic anomalies. In the active learning stage, ALBADross decides which samples should be labeled from the
unlabeled dataset and re-trains the model until a satisfactory diagnosis score is reached.

small number of correct or incorrect predictions can result in a
large change in the AUC score.

In the anomaly diagnosis domain, false alarm and miss rates are
other important metrics to consider. False positives are generally
considered more critical than false negatives. The main reason is
that false positives typically require human intervention to investi-
gate and address these alarms, incurring additional costs and efforts.
On the other hand, the anomaly miss rate refers to a case where true
anomalies are not detected. While minimizing the anomaly miss
rate is important, it is generally considered less critical than false
positives since missed anomalies may still be identified through
rule-based methods or manual intervention.

3.2 Supervised Frameworks
Recently, researchers and practitioners have given growing atten-
tion to utilizing supervised anomaly detection and diagnosis frame-
works for detecting anomalies in HPC systems. Such frameworks
require a large labeled dataset consisting of anomalous and healthy
samples. However, labeled data is often scarce in real-world scenar-
ios, particularly anomalies, which are usually rare occurrences. One
way to solve this problem is to generate labeled data using synthetic
performance anomalies. High-performance anomaly suite (HPAS)
is one example that generates realistic synthetic anomalies and can
emulate different types of anomalies impacting the main subsys-
tems of HPC systems, including CPU, cache, memory, network, and
shared storage [8]. Another popular open-source example is “Global
Performance and Congestion Network Tests”, which specifically
target network-related performance variations [15].

We design a framework that can detect and diagnose anomaly
types at runtime [35], which achieves state-of-the-art performance.
As a first step, we collect historical telemetry data collected from
application runs with and without synthetic anomalies generated
using HPAS. Then, we leverage statistical feature extraction and se-
lection steps to reduce the size and dimensionality of the telemetry
data. In the last step, we train ML Models (random forest, deci-
sion tree, and AdaBoost) to learn the characteristics of previously
observed anomalies. During runtime, we process telemetry data col-
lected from individual nodes using a sliding window technique and
extract statistical features. The trained model provides a prediction
for each window; however, to decide whether a compute node is
anomalous, we wait unless anomaly prediction is valid for a certain
amount of consecutive sliding windows. Figure 1 highlights one of
the key results we achieve. Random forest correctly identifies 98%

of the anomalies while leading to only 0.08% false anomaly alarms.
While supervised frameworks can achieve almost perfect anom-
aly diagnosis scores when provided with representative samples
of both healthy and anomalous data of sufficient size, acquiring a
large labeled dataset may not be practical due to the high cost and
time-consuming nature of manual diagnosis required for labeling.

3.3 Relaxing the Label Requirement
To address the challenge of labeling a large number of labeled
samples, we approach the problem from two different angles. The
first angle focuses on a scenario where there is an abundance of
healthy samples, but only a few anomalous samples are available.
Our recent work introduces Proctor, a semi-supervised anomaly
diagnosis framework that effectively utilizes labeled and unlabeled
samples [5]. Proctor performs better than a fully supervised base-
line, especially when the number of labeled samples is limited.
Proctor has an autoencoder-based unsupervised pretraining stage
and a supervised classification layer that diagnoses performance
anomalies on compute nodes. The autoencodermodel is first trained
on a large amount of unlabeled data (anomalous and health sam-
ples), followed by a finetuning stage with a few labeled samples.
The finetuning stage helps the model use a few labeled samples to
adjust its learning process. Proctor outperforms a fully-supervised
baseline model [35] by 4.5% on average (and up to 11%) in terms of
macro average F1-score when the labeled data percentage is less
than 5%.

The second angle frames the problem in a different setting where
a few anomalous and a large set of healthy samples are available;
however, it also assumes a human annotator is available to provide
the label of a selected sample upon request. In this setting, we aim to
determine the minimum number of samples, which maximizes the
model performance, to be labeled among thousands of unlabeled
samples since admins or code developers have limited capacity.
Our framework, ALBADRoss [4], trains a supervised model with
initially available labeled samples and then utilizes active learn-
ing query strategies to determine which sample should be labeled
among the thousands of unlabeled samples to achieve a desirable
F1-score for anomaly diagnosis. Figure 2 shows the preparation
and active learning stages. We evaluate ALBADRoss with a dataset
collected from a production HPC system and achieve a 0.95 F1-
score (the same score that a fully-supervised framework achieved)
and near-zero false alarm rate using 28x fewer labeled samples.
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One key takeaway is that semi-supervised frameworks can achieve
competitive performance by leveraging both labeled and unlabeled
samples, even when the number of labeled samples is limited. These
frameworks help mitigate the need for extensive manual labeling
efforts while still achieving accurate results.
3.4 Anomaly Detection without Supervision
Ideally, the goal would be to possess a readily available framework
that can be immediately implemented in a new system. However,
before we achieve this goal, we need to minimize the acquisition
cost of anML-based framework for a new system. One of the biggest
obstacles to adopting an ML-based framework at scale is labeled
data. Recent research [13, 29] adopts unsupervised ML models with
a goal of zero-label or minimal supervision. In this context, we
observe two main directions: partially and fully unsupervised. In
the partially unsupervised direction, ML models are trained with
only healthy samples to detect anomalies. One can argue that this
requires knowledge of which samples are healthy, but ML models
do not require label information during training, so we categorize
them in the unsupervised setting. Borghesi et al. [13] design an
autoencoder-based framework that learns the healthy character-
istics of compute node telemetry data. The framework achieves
12% higher anomaly detection accuracy than baselines. In the fully
unsupervised case, ML models are trained with the overwhelming
majority of healthy samples and a limited number of anomalous
samples, accurately representing a production system scenario.
Molan et al. [29] design a different autoencoder framework, which
extracts temporal characteristics of raw telemetry data. Based on
the evaluation, the framework achieves a 0.767 AUC score, whereas
the previous work [13] achieves a 0.747 AUC score in the same test
dataset. Even though the performance gain is minimal, training
models without supervision is an important step towards lowering
the labeled data barrier and enabling the wide spread of ML-based
frameworks in production HPC systems. Another direction to con-
sider while moving to the minimal supervision era is diagnosing
the anomaly type. In both frameworks, it is impossible to diagnose
the anomaly type, which is crucial to understanding root causes
and developing effective mitigation policies in the long run.

3.5 ML-based Frameworks at Scale
Even though many novel ML-based frameworks target produc-
tion systems, the deployment aspect is often overlooked. In one
of our earlier works [3], we design an end-to-end architecture
to deploy the state-of-the-art fully supervised anomaly diagnosis
framework [35] to a 1500-node production HPC system. To train
the model, we collect telemetry data from application runs with
and without synthetic anomalies. Using the best model, we achieve
a 0.92 macro average F1-score in the anomaly diagnosis task. How-
ever, the biggest challenges we observe are compiling applications
properly with different input decks (since it requires domain ex-
pertise) and verifying that synthetic anomalies create the desired
impact on application runs. These tasks can be time-consuming,
considering they are not the main focus of administrators, which
leads to a difficult adoption process. Borghesi et al. [13] design a
deployment scenario that includes a generic and a node-specific
approach to reduce the adoption barrier from the data collection
angle. While using a node-specific approach may be feasible for
small computing clusters, it entails high training and maintenance

costs, such as tuning hyperparameters or selecting a new detec-
tion threshold for each model. Since production systems generally
have thousands to tens of thousands of compute nodes, a generic
approach may be a more practical solution. However, this brings
another challenge regarding the generalizability of the model. For
example, node-specific models have an F1-score of 0.898; however,
the generic model has a 0.726 F1-score, which reveals a significant
performance drop for the only anomaly detection task. Considering
the generic model is trained with telemetry data from multiple
compute nodes, it is necessary to consider robust architectures or
different training approaches. Currently, we are working on highly
customizable yet simple software architecture, which supports var-
ious feature extraction and selection strategies as well as multiple
ML models. Our primary objectives are facilitating easy integra-
tion with monitoring frameworks and expediting the deployment
process. The architecture requires only a monitoring framework
and a backend server. Using the designed architecture, we deploy
a variational autoencoder-based framework to a production sys-
tem with 1488 nodes. This generic model (i.e., not node-specific)
achieves a macro average F1-score of 0.9 using only 16 healthy sam-
ples, corresponding to 4 jobs where each job runs on four compute
nodes. Even though ML-based frameworks are gaining popularity,
we need low-overhead and customizable software architectures
that can simplify the integration with monitoring frameworks and
expedite the deployment process in production systems.

4 OPEN PROBLEMS AND NEXT STEPS
This section discusses open problems and potential next steps to
enhance the accuracy, efficiency, and usability of ML-based frame-
works. Active learning-based frameworks reduce labeling efforts,
but labeling high-dimensional telemetry data remains challenging.
Additional efforts, especially automated approaches, are needed
for efficient and accurate labeling. Another open problem is de-
veloping robust ML-based frameworks to facilitate deployment.
Autoencoder-based frameworks work well when trained with only
healthy samples but require extensive human monitoring to ensure
the long-term stability of the system. Therefore, frameworks that
can be trained with healthy and anomalous samples can facilitate
easy deployment.

The above directions focus on data and software-related open
problems. Designing and developing monitoring frameworks suit-
able for heterogeneous clusters (CPU and GPU) is necessary, consid-
ering the latest supercomputer architectures. Especially collecting
telemetry data from GPU clusters with low overhead and fine gran-
ularity is critical to support large-scale heterogeneous systems.
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