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ABSTRACT
Microservice architectures are widely used in cloud-native applica-
tions as their modularity allows for independent development and
deployment of components. With the many complex interactions oc-
curring in between components, it is difficult to determine the effects
of a particular microservice rollout. Site Reliability Engineers must be
able to determine with confidence whether a new rollout is at fault for
a concurrent or subsequent performance problem in the system so they
can quickly mitigate the issue. We present Tritium, a cross-layer ana-
lytics system that synthesizes several types of data to suggest possible
causes for Service Level Objective (SLO) violations in microservice
applications. It uses event data to identify new version rollouts, tracing
data to build a topology graph for the cluster and determine services
potentially affected by the rollout, and causal impact analysis applied
to metric time-series to determine if the rollout is at fault. Tritium
works based on the principle that if a rollout is not responsible for a
change in an upstream or neighboring SLO metric, then the rollout’s
telemetry data will do a poor job predicting the behavior of that SLO
metric. In this paper, we experimentally demonstrate that Tritium
can accurately attribute SLO violations to downstream rollouts and
outline the steps necessary to fully realize Tritium.

CCS CONCEPTS
• Software and its engineering → Software testing and debug-
ging; • Computer systems organization → Cloud computing.
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1 INTRODUCTION
Microservice applications have complex and dynamic interactions
and runtime environments, and this complexity makes it hard to
reproduce or diagnose failures in a testing environment. Faults or
performance anomalies could be the result of improper cluster con-
figuration, asynchronous service interactions, differences between
multiple instances of the same service, actual source code of a ser-
vice, or countless other issues [11]. One concern for Site Reliability
Engineers (SREs) is managing new service rollouts, which constantly
happen due to the practice of continuous integration and deploy-
ment [4]. These rollouts do not occur in isolation; varying request
volume, resource and load fluctuations, and countless other events
can happen at or near the same time, making it difficult to determine
if the rollout caused a significant change in the system, or if it was due
to one of these sources of noise.

1.1 Related Work
Fault diagnosis in microservice systems has already been gaining
attention; there are numerous recent works in this space [3, 5, 7, 16,
19, 22–25]. Many past efforts solve a piece of the problem of fault
diagnosis, but do not provide a comprehensive picture of the activities
in a microservice application. In addition, no prior existing works tar-
get rollout-specific fault diagnosis. In this section, we briefly discuss
some of the most relevant works and their drawbacks.

In Qiu et al.’s resource management framework FIRM[18], they
implement a localization algorithm to identify the microservice at
fault for an end-to-end SLO violation. Their algorithm first identifies
critical paths (paths of maximal duration starting with client requests)
and then uses a binary incremental SVM classifier to decide whether
each service in the critical path may be a candidate for being at fault
for the SLO violation. This localization algorithm requires training
on artificially injected performance anomalies prior to implementa-
tion on a system, and its reliance on critical paths means it is only
applicable to SLOs related to request latency.

Guo et al. developed a system called Graph-based Microservice
Trace Analysis (GMTA). This system abstracts traces into “paths”
representing business flows and uses these trace aggregates to aid
in visualizing service dependencies and diagnose problems in the
system by indicating anomalous traces [7]. While GMTA does pro-
vide efficient and flexible storage and access to trace data at several
granularities, it is primarily a data storage and visualization tool. It
can aid in human understanding of system architecture and problem
diagnosis, but lacks any automated detection or pinpointing of issues.

Some prior approaches aim to make use of more than one type
of data from the application. Luo et al. proposed a fault diagnosis
approach that leverages event and time-series data [15]. Their goal
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was to evaluate the correlation between events and time-series to
identify when specific events consistently lead to issues in the system.
They modeled their correlative analysis as a two-sample hypothesis
problem. The strength of their work is the utilization of heterogeneous
data types for fault diagnosis. However, the system must be trained on
a relatively large data set to obtain statistically significant results, and
does not utilize information about the system architecture to focus on
the most relevant data for a given problem.

Another approach by Shan et al. focuses on diagnosing the root
cause of small window long-tail (SWLT) latency (i.e., tail latency
within a one minute or smaller window [21]). They proposed an unsu-
pervised root cause analysis methodology that uses threshold-based
detection to detect anomalous latency levels. A two-sample test al-
gorithm is used to identify significantly changed time-series metrics,
and these are returned as potential root causes. This approach has
several limitations. First, it is only designed to work with the specific
detection and diagnosis of SWLT latency. Their approach does not
take into account the system architecture and topology, so every met-
ric is tested as a potential root cause (even metrics for containers that
are upstream1 from the detected SWLT latency and on a different
node). Finally, this analysis is correlative; their approach does not
causally link the changed time-series to the long-tail latency, so the
two could happen simultaneously by coincidence.

A few others have strived to demonstrate causal relationships be-
tween SLO violations and their sources. Qiu et al. aimed to find the
root cause metrics using a causality graph and rank the top k possible
causes [19]. Their approach’s drawback is that the only potential root
causes are key performance indicators. SLOs violations cannot be
attributed to events, whereas in many cases, SREs would need to know
about events to remedy the problem. Only attributing SLO violations
to metrics adds another step for SREs as they must determine what
aspect of the metric changed and how the change affects the SLO.

1.2 The Vision for Tritium
We propose Tritium to provide a way for SREs to visualize their
cluster as well as determine causal relationships between rollouts and
SLO violations. At a high level, the steps of our diagnosis system are
as follows: (1) identify SLO violations using change point detection
methods, (2) monitor cluster events (using a container-orchestration
platform such as Kubernetes [12]) to identify new version rollouts, (3)
use topology graph gleaned from traces (e.g., Jaeger) to determine if a
given SLO violation is in a rollout’s “area of effect”, and (4) perform
statistical analysis on metric data to determine if the rollout is at fault.
See Figure 1 for a high level diagram of our system.

Tritium works based on the founding insight that if a rollout is
responsible for a change in an upstream or physically neighboring
SLO metric, that change will also reflect in the telemetry data (latency,
error rate, memory/CPU usage, etc.) of the rollout itself. Thus, the roll-
out’s telemetry data should serve as a reasonably accurate predictor
of the SLO. However, if other changes in the system are responsible,
then the rollout’s telemetry data will do a poor job predicting the
behavior of the SLO metric during the anomalous period. Our specific
contributions with the proposal of Tritium are as follows:

1Service A is “upstream” of service B if service A depends on service B to complete
its task (and service B is “downstream” of service A).

1. We identify key challenges in designing a system to attribute SLO
violations to specific system changes (i.e., microservice rollouts).

2. We present Tritium, a prototype system integrating many data
types to confidently attribute SLO violations to specific system
changes. Tritium introduces causal impact analysis [2] to the ap-
plication of fault diagnosis in microservice applications. We also
have prototyped a GUI with metric, event, and topology data
views.

3. We demonstrate the efficacy of our approach for Tritium when
identifying if a service rollout is problematic in Train Ticket [13],
a benchmark with 41 microservices.

2 DESIGN CHALLENGES
Tritium’s main goal is to determine if SLO violations are caused by
rollouts. However, it also intends to provide SREs with as much addi-
tional information about SLO violations as possible and enable them
to visualize and narrow down on issues in their cluster. We address
the following fault diagnosis design challenges with our proposed
solution.

Cross-layer data utilization: Tritium uses metric data, event data,
and topology data gleaned from traces to establish a comprehensive
picture of a cluster. In particular, we can vastly reduce our search
space by determining the “area of effect” of a given SLO, which con-
sists of metric/event data in upstream services or services co-located
on the same node.

Narrowing down useful metric data: Prometheus [17], the mon-
itoring software we use to obtain metric data from our cluster, collects
hundreds of different metrics for each service, container, and node
every few seconds. Not all of these metrics are useful in predicting
a given SLO. Thus, we correlate all of these metrics with the specific
SLO to determine those that best reflect its behavior in a normal,
healthy state. This narrows our search space to focus on the most
likely metrics to help in diagnosis.

Rollout vs. not rollout: The primary goal of our system is to es-
tablish whether or not a new rollout is at fault for some upstream or
neighboring SLO violation. This is important because it can tell SREs
if the problem is based in the source code of the new service version
or it is a resource management/architectural issue.

Solution robustness: Another benefit to our approach is that it can
be applied generally to any SLO. Although we perform experiments
primarily with latency as the SLO, a user could pick any metric re-
ported by monitoring database (e.g., Prometheus) and determine if
a rollout affects it.

Establishing causation: It is essential not to just establish corre-
lation between a rollout event and a change in an SLO. To make the
correct decisions around rollouts and resource management, causal
relationships are necessary. Thus, we attempt to causally link issues
in SLOs with potential causes (rollout events) in this work.

Additional insights when a rollout is not at fault: If one finds
that a new rollout is not at fault for an SLO violation, it is beneficial to
provide as much information to SREs as possible to aid them in fault
diagnosis by identifying the best predictor metrics of the anomalous
SLO. These metrics give SREs a starting point to continue their own
diagnosis of the issue.

Automated prediction testing: Once an SLO change is attributed
to a rollout, this hypothesis can be tested by an automated rollback. If
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Figure 1: An overview of Tritium. Various types of data are collected and stored in a database. The data is sent to our interactive
front-end which renders topology, event, and metric data views. SLO metric data is also sent to an anomaly detector. If anomalous
behavior is detected AND there was recently a new rollout, causal impact analysis is triggered to determine if the rollout is at fault for
the SLO violation. Otherwise, metrics most highly correlated with the SLO during the anomalous behavior are returned.

Figure 2: Two time-point topology views of the Bookinfo [1] application. These views are components of the cluster visualization tool.
We show two different views of the same cluster at the same point in time to highlight the way in which users could filter the view to
focus on different relationships: a) Call-graph view showing services, deployments, and pods; b) A topology view showing nodes, pods,
and containers.

the SLO returns to normal, this confirms the prediction. Otherwise, our
prediction may be wrong, so that the service can be rolled out again.

3 SYSTEM VISION
We implement a prototype of Tritium’s fault diagnosis and visualiza-
tion system using Kubernetes, Istio [8], Prometheus, and Jaeger [9].
In practice, Tritium will operate alongside a microservice application,
collecting data and performing analyses. Users will have control over
the data they see and the SLOs they care about.

Fault Diagnosis: The inputs to our fault diagnosis system are event
and architecture data obtained from the Kubernetes API, trace data
from Jaeger, metric data from Prometheus, and a list of SLOs, which
is provided by the user. Two things must happen in order to trigger
Tritium’s analysis. First, a new microservice rollout must occur, and

second, there must be a significant change in an SLO. The system
then works as follows:

1. Identify best predictor variables for the anomalous SLO through
correlative analysis (i.e., Pearson). This analysis is performed
prior to the anomalous behavior when the metric in question is
behaving healthily.

2. Predict behavior of that SLO during the anomalous period us-
ing the identified predictor variables and the causal impact algo-
rithm [2].

3. Evaluate causal impact results: (a) If the behavior prediction is ac-
curate without using downstream rollout metrics as predictors, the
rollout is not to blame. Determine the best predictor metric, pro-
viding more guidance to SREs about where their problem might be
(e.g., via𝑅2 or systematic checking via CI). (b) Otherwise, add/use
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telemetry data from the new rollout service as predictors for causal
impact. If predictions are now accurate/significantly improve with
data from new rollout, the rollout likely caused the issue.

Cluster Visualization: The cluster visualization component of
Tritium complements the fault diagnosis and provides additional diag-
nostic information for SREs. It consists of the following data views:
1. Timestamped Topology View: This view will show a graphical

representation similar to that of Kiali [10] of the cluster’s topol-
ogy, with vertices representing nodes, pods2, containers, services,
etc. and different edges representing the relationships between
them (scheduled on, runs, targets, owns, etc.). In the snapshot
view, it will display the state of the cluster at a given time. In the
delta view, it will indicate the topological differences in the cluster
between two given time points (e.g., the addition or removal of
any pods or containers). These views will allow SREs to see how
the cluster changes when something goes wrong. See Figure 2 for
examples of this view.

2. Time-series View: This view is similar to that provided by Prometheus,
allowing SREs to observe all telemetry data. It is useful for seeing
changes in the system state not reflected in the topological data.

3. Event View: This view provides a timeline of Kubernetes events.
It is primarily useful when used in conjunction with the topology
view or the time-series view, so SREs can see when topology
changes or metric spikes co-occur with events.

We envision that a master time selector will control the time in-
tervals for these views. All three will have a multitude of filtering
options (time filtering, event type filtering, vertex type filtering, time-
series filtering, etc.) to hone in on the exact layer or area of the cluster
SREs want to know more about. We plan to add visual indicators
of fault diagnosis hypothesis into these views (highlighting vertices,
specific metrics, etc.) and surface the hypotheses themselves as part
of the UI. For example, a hypothesis might be: the rollout in service
X at time t caused the increased latency of upstream service Y. To-
gether, Tritium’s fault diagnosis and visualization tools will form
an extremely powerful system for both fault diagnosis and general
cluster understanding.

4 TRITIUM USE CASES
This section outlines a few specific use cases to demonstrate the utility
of Tritium. Tritium can be configured to provide information about
any SLO. In our experiments, we focus on request latency, which is an
important operational metric. When the request latency of a front-end
service increases, many downstream services could be responsible
for this increase. Tritium could be used in this scenario to identify the
downstream service at fault. The topology data collected from Jaeger
traces allows Tritium to hone in on the downstream services that could
potentially be causing the issue. Then, Tritium can use the metric and
event data to run causal impact analysis and determine if changes in
downstream latency explain the latency spike in the upstream service.

Another situation in which Tritium could be useful is if a service
experiences latency increase due to memory or CPU pressure on its
node. In this situation, it is not necessarily a downstream service that
would be at fault. If a service whose pods are co-located on the service
of interest’s node experiences increased memory/CPU consumption,
2A pod is group of one or more containers; it is the smallest deployable unit of computing
that one can create and manage in Kubernetes.

Figure 3: A subset of the call graph for the Train Ticket applica-
tion relevant to our experiments. Our SLO is the latency of the
upstream service ts-travel-service, and we roll out new versions
of ts-station-service.

this could starve the service of resources, causing increased latency.
Again, this is where the topology information collected by Tritium
becomes advantageous. In addition to knowing which services are
downstream of the service of interest, the data collected from the
Kubernetes API includes physical relationships between nodes, pods,
and services. This information tells Tritium which services are co-
located on the same machine. When an SLO violation is detected, the
metric data from these services are added to the search space for fault
diagnosis. We can then see if a rollout of a co-located service causes
an increase in memory or CPU usage that is related to the latency
increase of the service of interest.

5 DESIGN OF TRITIUM
In this section, we provide more details on several of the technical
design components of Tritium.

Detecting Change Points in Time-series Metrics: Tritium’s fault
diagnosis system does not trigger unless anomalous behavior is de-
tected in an SLO. We have looked into several methods to detect
major shifts in time-series behavior. A threshold-based method is
undesirable because SREs may not have a specific threshold in mind
that would be unacceptable for a metric to pass. Also, in situations
where a metric spikes, but is not quite above the threshold, SREs may
still want to determine the cause of the spike. Instead of determining
individual thresholds for each SLO, we use the augmented Dickey-
Fuller test. Alternatives non-threshold methods such as Pelt search
or the binary segmentation method could also be used.

Determining Predictor Metrics: Prometheus collects hundreds
of different metrics. We need to devise a method to determine the best
predictor metrics for a given SLO in a healthy system state. We use
Pearson correlation to this end. Given a particular metric, we start with
all metrics collected from the service/pod/container related to said
metric. From this list, we calculate the Pearson correlation of the SLO
with each. We then use all the metrics that have a Pearson correlation
> 0.60, a cutoff that indicates a significant relationship between the
time series. This process tends to yield 10-20 metrics (see section 6
for examples of correlated metrics). The benefits of this methodology
are: (1) it works for any SLO, (2) one could then selectively collect
highly correlated metrics to save on running time, and (3) one can
tune it to obtain a certain number of metrics by raising or lowering
the correlation threshold or taking the top k correlated metrics.

Causal Impact Analysis: To infer causal relationships, we utilize
Google’s causal impact algorithm [2]. While this algorithm was orig-
inally designed for applications in econometrics (inferring the causal
impact of market interventions on outcome metrics such as sales),
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Table 1: Varying load schedule for experiment 2

Load Start time Duration # of workers

1 0 20 10
2 3 2 1
3 6 2 3
4 13 2 2
5 16 2 3

we realized it had ample relevance to the fault diagnosis problem.
The causal impact algorithm fits a Bayesian structural model on past
observed data to make predictions about what future data would look
like. This “historical” data is the time-series behavior before some in-
tervention (in our case, a microservice version rollout). The algorithm
then compares the counterfactual (predicted) data against what is actu-
ally observed to draw statistical conclusions. This algorithm is better
suited to the rollout fault diagnosis problem compared to other causal
inference methods such as Granger causality[6] because it allows you
to specify an event time/change point and analyze the effect of that
event as opposed to just modeling one time-series based on another.

Rollback Hypothesis Testing: If the causal impact analysis sug-
gests that a downstream rollout is indeed at fault for an SLO violation,
it is desirable to be able to verify this suggestion. We suggest auto-
mated rollback as a way to do this. We can use the Istio service mesh
to roll back the culprit microservice and then observe the effect of this
action on the state of the SLO. If rolling back the new version fixes
the issue, it confirms that our rollout candidate caused the problem.

6 EXPERIMENTAL RESULTS
To verify our approach, we performed two experiments on a cluster
running the Train Ticket benchmark of microservices. Each experi-
ment acts as proof-of-concept for a different aspect of Tritium’s design.
In both experiments, we focused on latency of the ts-travel-service as
our SLO. We correlated hundreds of metrics with the SLO and chose
14 with correlation coefficients >0.6. Examples of highly correlated
metrics included container memory usage and request volume.

Experiment 1. Constant Load, Delayed Service: In this experi-
ment, we establish that our approach can identify a rollout as a cause
of increased latency in an upstream service provided the application
is under constant load.

We induce a constant load of 10 concurrent workers on the Train
Ticket application (get request to the ts-travel-service) for 20 minutes.
10 minutes in, we roll out a new version of ts-station-service in which
a 100ms delay has been injected. We then aim to detect the effect of
this injected latency on the upstream ts-travel-service latency. The
call graph for the subset of the Train Ticket application relevant to our
experiments is shown in Figure 3.

Experiment 2. Varying Load, Delayed Service: We establish
that our approach can identify rollout as a cause of increased latency
in an upstream service provided the application is under varying load.

This experiment is a slightly more challenging version of experi-
ment 1. Like the first experiment, a new rollout is deployed 10 minutes
into the experiment. However, throughout the experimental period,
the number of workers inducing a load on the application varies
according to Table 1 (start time and duration given in minutes).

Causal impact results for experiment 1

Causal impact results for experiment 2

Figure 4: Results from causal impact analysis. The top graphs
in each subfigure show predictions when no downstream metric
data are included as predictors, and the bottom graphs show
predictions with the downstream data.

We performed experiments on a 12-node Kubernetes cluster (each
node with 8 cores and 64GB memory) running the Train Ticket bench-
mark microservice application. We recorded metric and event data
during 20 minute periods. 10 minutes in, we rolled out a new version.
We then ran causal impact on the period pre- and post-rollout time
intervals to determine if the rollout was at fault for increased latency
in an upstream service. Figure 4 shows results for both experiments.

In experiment 1, we see Tritium does a poor job predicting the
behavior of ts-travel-service latency before we add predictors from
the new rollout service. The causal impact package is 100% sure that
an external event has influenced the behavior of our SLO. Then, when
we provide telemetry data from ts-station-service, we see an improve-
ment in the prediction (the true behavior of ts-travel-service latency
is within the margin of error of our prediction). The likelihood that an
external event has influenced the upstream latency decreases to just
50.65%. A confidence of 95% is typically desired to say an external
event has influenced SLO behavior, so providing the downstream
telemetry data puts the confidence far below this level.

A similar result is seen in experiment 2. Initially, Tritium estimates
the probability that an external event is responsible for changes in
ts-station-service latency as 93.41%. After including data from the
downstream rollout, this drops to 74.53%. The noise of the varying
request volume makes the difference smaller, but it is still clear that the
rollout helps improve the predictions of the upstream service latency.

In these experiments, we see promising results regarding the ef-
ficacy of our approach. Even in noisy environments, we are able to
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determine that downstream rollouts affect our SLO. We believe these
early results are promising indicators for Tritium’s feasibility.

7 DISCUSSION AND OPEN QUESTIONS
One open problem in Tritium is determining the exact methodology to
construct the topological graph, specifically the call-graph component.
The physical relationships can be updated based on event monitoring
(e.g., Pod Deleted/Pod Created events), but as the service relationships
are collected from traces, which are generated frequently, it is not prac-
tical to look at every trace and update the call graph accordingly. Also,
in the event where anomalous, potentially fault-indicative paths are ob-
served, should the call graph be updated? One option is to query traces
once at system start and then periodically check for changes. Alterna-
tively, Tritium could leverage event monitoring and check for changes
in the call graph whenever there is a change in the physical topology.

One may also experiment with the window lengths for causal im-
pact analysis to see if there is an optimal length that yields clearer re-
sults. If the windows are too long, we run the risk of additional system
noise making the diagnosis problem more difficult, but shorter win-
dow lengths may not provide enough data for statistical confidence.

There is also the question of finding the optimal “alternative hy-
pothesis testing” methodology in the event that a rollout is ruled out as
the cause of an SLO violation. As previously discussed, the main re-
sult from Tritium’s fault diagnosis is the answer to the yes/no question:
is a given downstream rollout responsible for the change in a SLO? If
the answer to this question is no, we want to provide as much informa-
tion to SREs as possible about what else could be causing the problem.
One potential idea is to determine the best predictor among the initial
predictor metrics. We could use correlative methods to see which of
the predictors is most correlated with the SLO during the anomalous
behavior, or run several causal impact experiments with one predictor
at a time and see which one performs the best. Another option is to use
an explainable AI engine such as SHAP [14] or LIME [20] to assist.

There are also open questions surrounding the hypothesis testing
via rollback. Is it better to do a partial or complete rollback? Could
the policy depend on the confidence of the causal impact results? An-
other avenue to consider that has been explored in previous work [5]
would be auto-scaling of resources (CPU or memory) in response to
SLO violations attributed to bottlenecks in those resources. Such a
strategy would be a counterpart to automatic rollbacks when a metric
is determined to be at fault.

8 CONCLUSION
Making sense of the vast amounts of data generated by microservices
to identify causes of performance issues is difficult. We introduce
steps toward designing a fault diagnosis and visualization system
that utilizes cross-layer data to link SLO violations to rollouts. We
demonstrate promising results that Tritium’s fault diagnosis system is
capable of establishing causal relationships between SLO violations
and the downstream rollouts responsible.
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