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ABSTRACT 
Lab-grown diamond heat spreaders are becoming attractive 

solutions compared to traditional copper heat spreaders due to 

their high thermal conductivity, the ability to directly bond them 

on silicon, and allow for an ultra-thin silicon layer. Researchers 

have developed various thermal models and prototypes of lab-

grown diamond heat spreaders to evaluate their cooling 

performance and heat spreading ability. The majority of existing 

thermal models are built using finite-element method (FEM) 

based simulators such as COMSOL and ANSYS. However, such 

commercial simulators are computationally expensive and lead 

to long solution times along with large memory requirements. 

These limitations make commercial simulators unsuitable for 

evaluating numerous design alternatives or runtime scenarios 

for real-world high-performance processors. Because of this 

modeling challenge, none of the existing works have evaluated 

the thermal behavior of lab-grown diamond heat spreaders on 

real-world high-performance processors running realistic 

application benchmarks. Recently, we have developed a parallel 

compact thermal simulator, PACT, that is able to carry out fast 

and accurate steady-state and transient thermal simulations and 

can be extended to support emerging integration and cooling 

technologies. In this paper, we use PACT to evaluate the steady-

state and transient cooling performance of lab-grown diamond 

heat spreaders against traditional copper heat spreaders on 

various real-world high-performance processors (e.g., Intel i7 

6950X, IBM Power9, and PicoSoC). By using PACT with 

architectural performance and power simulators such as Sniper 

and McPAT, we are able to run transient simulations with 

realistic benchmarks. Simulation results show that lab-grown 

diamond heat spreaders achieve maximum temperature and 

thermal gradient reductions of up to 26.73 ℃  and 13.75 ℃ 

when compared to traditional copper heat spreaders, 

respectively. The maximum steady-state and transient simulation 

times of PACT for the real-world high-performance chips and 

realistic applications used in our experiments are 259 s and 22 

min, respectively. 

Keywords: Lab-grown diamond, heat spreader, high-

performance processors, thermal simulations 

NOMENCLATURE 
PACT A standard cell level to architectural level 

parallel compact thermal simulator 

Sniper A parallel, high-speed and accurate x86 

simulator 

McPAT An integrated power, area, and timing 

modeling framework for multicore and 

manycore architectures 

NAS  NASA Advanced Supercomputing 

OpenROAD An integrated chip physical design tool that 

takes a design from synthesized Verilog to 

routed layout 

HotSpot A compact thermal modeling methodology for 

early-stage VLSI design 

bt Block Tri-diagonal solver 

cg Conjugate Gradient 

dc Data Cube 

ep Embarrassingly Parallel  

ft Discrete 3D fast Fourier Transform 

is Integer Sort, random memory access 

lu Lower-Upper Gauss-Seidel solver 

mg Multi-Grid on a sequence of meshes 

sp Scalar Penta-diagonal solver 

ua Unstructured Adaptive mesh 

PCB  Printed circuit board 

PDN Power delivery network 

IC Integrated circuit 

T Temperature (𝐾) 

TC Thermal conductivity (𝑊/𝑚𝐾) 

TR Thermal resistivity (𝑚𝐾/𝑊) 

TIM Thermal interface material 

ID1 Chip stack #1 

ID2 Chip stack #2 

ID3 Chip stack #3 

ID4 Chip stack #4 

ID5 Chip stack #5 

𝑇𝑚𝑎𝑥 Maximum temperature (℃) 

∆𝑇 Temperature gradient (℃) 
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TDP  Thermal design power (𝑊) 

𝑇diff Temperature difference (℃) 

TBR Thermal boundary resistance (𝑚2𝐾/𝐺𝑊)

Freq  Frequency (𝐻𝑧) 

HTC Heat transfer coefficient (𝑊/𝑚2𝐾)

1. INTRODUCTION
Over the last few decades, on-chip power densities have

grown tremendously following the down-scaling of transistors. 

Power densities that reach 1-2  𝐾𝑊/𝑐𝑚2  caused by the

performance boost of scaling already occur in high-performance 

chips and result in amplified localized hot spots [1]. These 

localized on-chip hot spots not only degrade the performance of 

the chip, but also generate larger sub-threshold leakage power 

and create reliability challenges [2]. High power density hot 

spots also cause thermal runaway, and result in more power loss 

and harm the energy efficiency of the computing systems, 

especially for cloud computation globally. Existing cooling 

solutions such as forced air cooling via fans or traditional pin-fin 

heat sinks are often not sufficient to mitigate these high power 

density hot spots efficiently and can lead to over/under-cooling, 

affecting system design cost and power. For passive cooling 

methods such as pin-fin heat sink, the cooling performance are 

relatively low. However, for active cooling methods such as 

forced air cooling via fans and liquid cooling, the system requires 

additional cooling power (fan power and liquid pumping power). 

It’s hard to optimize the existing cooling solutions at design time 

and runtime to achieve both high computing performance for 

processors and energy efficiency for the cooling methods. Lab-

grown diamond heat spreaders have the potential to provide 

better cooling performance compared to traditional copper heat 

spreaders due to the high thermal conductivity, the ability to 

directly bond them on silicon, no additional cooling power 

needed, and allow for an ultra-thin silicon layer [3, 4]. However, 

lab-grown diamond heat spreader thermal models are usually 

developed and simulated using commercial finite-element 

method (FEM) based multiphysics simulators (e.g., COMSOL 

and ANSYS [5, 6]). Such commercial simulators are 

computationally expensive and experience long solution times 

along with large memory requirements [7-9], which results in 

simulation timing overhead for parametric studies and thermal 

evaluations for lab-grown diamond heat spreaders with real-

world high-performance processors. Due to the aforementioned 

modeling challenges using commercial FEM-based simulators, 

none of the existing works have evaluated the thermal behavior 

of lab-grown diamond heat spreaders on real-world high-

performance processors running realistic application 

benchmarks. 

We have recently developed a parallel compact thermal 

simulator, PACT [10], that is able to carry out fast and accurate 

steady-state and transient thermal simulations, and can be 

extended to support various emerging integration and cooling 

technologies. In this paper, we use PACT to compare the cooling 

performance of lab-grown diamond heat spreaders against 

traditional copper heat spreaders using real-world high-

performance processors. To demonstrate the cooling advantages 

of lab-grown diamond heat spreaders, we select three different 

real-world high-performance processors (Intel i7 6950X, IBM 

Power9, and PicoSoC) and compare the cooling performance in 

terms of maximum temperature reductions and thermal gradient 

reductions between lab-grown diamond heat spreaders and 

traditional copper heat spreaders. We also carry out several 

parametric studies to demonstrate the impact of cooling 

performance of lab-grown diamond heat spreaders with different 

chip thickness and cooling packages. The main contributions of 

the paper are as follows: 

1. We are the first to study the cooling performance

of the lab-grown diamond heat spreader using real-

world-like high-performance chips with realistic

application benchmarks. We use PACT [10] to

conduct steady-state and transient thermal

simulations with various high-performance chips

to evaluate the cooling performance of lab-grown

diamond heat spreaders. We run benchmark

applications [11] on real-world-like high-

performance chips using popular architecture-level

performance and power simulators [12, 13] to

obtain transient power traces. The generated

transient power traces are used as inputs to PACT

to perform transient thermal analysis with lab-

grown diamond heat spreaders and traditional

copper heat spreaders. For each of the high-

performance chips under test, we evaluate the

thermal maps, maximum temperature reductions,

and thermal gradient reductions of the high-

performance chips with diamond heat spreaders

versus with traditional copper heat spreaders.

2. For both steady-state and transient thermal

simulations, we apply a coarse granularity

interconnect model to represent the interconnects

in real chips between the processing layer and

substrate (on side of the PCB board). The

processing layer is in between the heat spreader

and interconnects.

3. We also perform parametric studies of the

processor layer’s thickness and cooling packages

to better understand the cooling advantages of the

lab-grown diamond heat spreader.

4. Simulation results show that lab-grown diamond

heat spreaders achieve maximum temperature and

thermal gradient reductions of up to 26.73 ℃ and

13.75 ℃ when compared to traditional copper heat

spreaders, respectively.

2. MATERIALS AND METHODS
In this section, we first give an overview of the PACT simulator, 

and then discuss the models of processors and interconnects we 

build for the steady-state and transient simulations. Finally, we  

illustrate our methodology for collecting transient power traces 

from realistic application benchmarks. 
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FIGURE 1: CHIP STACKS FOR IBM POWER9 AND INTEL I7 6950X.

FIGURE 2: CHIP STACKS FOR PICOSOC. 

2.1 PACT 
We design and implement PACT [10] to enable fast and accurate 

standard-cell level to architectural level thermal simulations. 

PACT has the following features: (i) it utilizes the parallelism in 

modern computing systems to conduct parallel thermal 

simulations to speed up the process of solving problems with a 

large number of grid nodes (e.g., for standard-cell level problems 

or modeling the ultra-thin layers in a monolithic 3D stack), (ii) it 

offers support for various steady-state and transient solvers to 

speed up simulation time and maintain the desired accuracy 

level, and (iii) it can be easily extended to support emerging 

integration and cooling technologies by modifying the thermal 

netlist. The current version of PACT supports the modeling of 

conventional silicon chips with heat sinks/spreaders, 3D ICs with 

through-silicon vias (TSVs) (die-stacked 3D), monolithic 3D 

systems, and liquid cooling via microchannels. We also interface 

PACT to OpenROAD [14], an end-to-end silicon compiler. 

Users can evaluate the thermal behavior of full standard-cell 

designs from OpenROAD using PACT. We will release new 

features such as conventional temperature-dependent thermal 

resistance simulation framework and learning-based 

temperature-dependent HTC simulation framework in the later 

version of PACT, which is used to carry out thermal simulations 

with two-phase cooling and lab-grown diamond heat spreader. 

PACT aims to address the fragmentation in the thermal modeling 

tool space and provides a single tool that is able to conduct 

efficient thermal evaluation from standard-cell level to 

architecture-level. We validate PACT’s accuracy by comparing 

it to COMSOL [5], using full standard-cell level industrial 

designs provided by OpenROAD. Compared to COMSOL, 

PACT has a maximum temperature error of 2.77% for steady-

state and 3.28% for transient simulation. We also compare the 

simulation time to HotSpot [15], a popular architectural compact 

thermal simulator, using full industrial designs. HotSpot has 

been recognized as one of the fastest compact thermal simulators 

and achieves 216-43300X speedups compared to COMSOL 

[16]. When compared to HotSpot, PACT achieves speedups of 

up to 1.83×and 186×for steady-state and transient simulation, 

respectively. The ambitious goal with PACT is to release a 

thermal simulator that provides speedy and accurate thermal 

simulations and, at the same time, caters to a vast number of 

(future) designers and technologies with different needs and 

goals, without requiring a substantial redesign of the tool. PACT 

is open-sourced at https://github.com/peaclab/PACT.  

2.2 Processor model 
   We build three different real-world processor models in 

PACT. Intel i7 6950X [17] is a desktop processor, IBM Power9 

processor [18] is a server processor, and PicoSoC [14] is a 

mobile processor. For Intel i7 6950X and IBM Power9, we 

model the processors based on the reported architecture-level 

floorplan and TDP (220 𝑊 for IBM Power9 and 140 𝑊 for 

Intel i7 6950X). For PicoSoC, we directly utilized the 

coordinates and power values of the standard cells to generate 

standard-cell level power maps using OpenROAD [14]. We 

assume an extreme power case for PicoSoC with an operating 

frequency of 3 𝐺𝐻𝑧  and a total power of 9 𝑊 . For Intel i7 

6950X and IBM Power9, we create 5 different chip stacks to 
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compare the cooling performance of lab-grown diamond heat 

spreaders and traditional copper heat spreaders. Figure 1 shows 

the chip stacks for Intel i7 6950X and IBM Power9. Since 

PicoSoC is a mobile chip, using heat sinks is not possible with 

mobile chips due to size/volume constraints, and package 

temperature constraints are typically stricter compared to 

desktop and server processors. In this case, we build 5 additional 

chip stacks with no heat sinks and TIM2 for PicoSoC as shown 

in Figure 2. Besides, the TIM1 layer is relatively thinner 

compared to the desktop and server processors. We assign a fix-

air convection HTC on top of the chip stacks to represent the 

forced-air cooling via fans package. Chip stack #1 is used to 

mimic the real-world processor with copper heat spreader and 

chip stack #3 represents a real-world processor with a lab-grown 

diamond heat spreader (𝑇𝐶𝑑𝑖𝑎𝑚𝑜𝑛𝑑1 = 7.28(𝑇)−1.42 𝑀𝑊/𝑚𝐾).

Chip stack #2 is used to set up a direct comparison of the cooling 

performance between the copper heat spreader and diamond heat 

spreader. Note that, one of the advantages of lab-grown diamond 

heat spreaders is that they can be directly bonded to the silicon 

with an ultra-thin TIM layer (or no TIM layer is needed) whereas 

traditional copper heat spreaders require a thick TIM layer [19-

21]. Comparing chip stack #1 and #3 is more realistic than 

comparing chip stack #1 and chip stack #2. Chip stack #4 

represents a real-world processor with a higher thermal 

conductivity lab-grown diamond heat spreader (𝑇𝐶𝑑𝑖𝑎𝑚𝑜𝑛𝑑2 =
10.9(𝑇)−1.42 𝑀𝑊/𝑚𝐾 ). Chip stack #5 mimics the processor

with an ultra-thin processor layer (silicon layer). The floorplans 

of Intel i7 6950X and IBM Power9 are shown in Figure 3. Since 

PicoSoC is a standard-cell design, the floorplan of PicoSoC is 

very similar to a mesh. 

FIGURE 3: INTEL I7 6950X AND IBM POWER9 FLOORPLANS. 

2.3 Interconnect model 
   To mimic the realistic interconnects in the real chips, we add 

additional interconnect metal layers to the chip stacks and assign 

additional dynamic power to represent the power consumptions 

of the power delivery network. Figure 4 shows the layer stack of 

the interconnect model we added to the chip stack. We assume 

the flip-chip design and the processing layer is in between the 

heat spreader and interconnect model. Since metal layers 1-8 are 

local interconnects, to reduce the simulation problem size, we 

abstract metal 1-8 layers into one layer and assign a joint thermal 

resistivity of 75% copper and 25% silicon oxide to this abstract 

layer. For metal 9 and 10 layers, since these metal layers are used 

for global connection, we use these two layers to build a power 

delivery network. The floorplans for metal 9 and 10 layers are 

shown in Figure 5. The golden lines represent the metal lines and 

the rest of the layer consists of silicon oxide. To further reduce 

the simulation problem size, for desktop processor and server 

processor chip stacks as shown in Figure 1, metal 9 and 10 layers 

metal width and pitch are set to 200 𝜇𝑚  and 400  𝜇𝑚 . For 

mobile processors, to ensure simulation accuracy, metal 9 and 10 

layers metal width and pitch are set to 20 𝜇𝑚 and 40 𝜇𝑚. The 

total power consumptions of the interconnect layers are 10% of 

the total chip power. For metal 1-8, each layer consumes 7.5% 

of the interconnect power. Metal 9 and 10 consume 40% of the 

interconnect power.  

FIGURE 4: THE LAYER STACK OF THE INTERCONNECT 

MODEL. 

FIGURE 5: POWER DELIVERY NETWORK MODEL. 

2.4 Realistic power traces collection 
To carry out transient simulations for Intel i7 6950X with 

realistic power traces, we first use the architecture-level 

performance simulators such as Sniper [12] to run realistic 

application benchmarks and then input the program metrics to 

the power simulator, McPAT [13], to collect the power traces. 

The power traces are calibrated using the reported TDP and the 

collected power traces are sent to PACT to carry out transient 

simulations. We select the parallel applications from NAS 

Parallel Benchmarks [11] and choose different mapping policies 

to map different applications to different cores to study the multi-

program and multi-threaded workload scenarios. For PicoSoC, 

since the standard-cell design lacks dynamic power traces, we 

utilize the steady-state power values of PicoSoC and randomly 
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applied -15% or +15% additional power values for each standard 

cell and create synthetic transient power traces. Since IBM 

Power9 uses Power ISA and the architecture-level performance 

simulators such as Sniper have better support for X86 ISA and 

less support for RISC ISA such as Power ISA. We only carry out 

steady-state simulations for IBM Power9. 

3. RESULTS AND DISCUSSION
In this section, we first validate the accuracy of the thermal

models in PACT, and then we demonstrate the steady-state and 

transient cooling performance comparison results of traditional 

copper heat spreaders and diamond heat spreaders. Last but not 

least, we show the parametric study results of the chip thickness 

and cooling packages. Note that compact thermal modeling 

methodology always places the temperature node at the center of 

the bottom surface of the layer. When we are demonstrating and 

discussing the temperature of the silicon layer, we are always 

referring to the temperature of the heat source.  

3.1 Validation of the model 
We use the following chip stacks as shown in Figure 6 to 

validate the steady-state accuracy of the thermal models in 

PACT. The silicon layer has a dimension of 2400x2475 𝜇𝑚2.

There is a 1600x1650 𝜇𝑚2 hot spot placed at the center of the

silicon layer with a heat flux of 265 𝑊/𝑐𝑚2. The silicon layer

consumes a total power of 7  𝑊 . And the rest of the layer 

consumes no power. We build all three chip stacks in both 

ANSYS and PACT, and directly compared the simulation 

accuracy. The simulation grid resolution in PACT is set to 

100x100. We show the steady-state validation results in Table 1. 

Layer 0 is the bottom layer and layer 7 is the topmost layer. The 

maximum steady-state temperature difference between PACT 

and ANSYS is 0.51 ℃ (chip stack #1). It takes a maximum of 

6.97 𝑠 to run the steady-state simulations in PACT for the chip 

stacks shown in Figure 6 with a parallel configuration of 4 cores. 

FIGURE 6: CHIP STACKS FOR STEADY-STATE VALIDATION. 

Chip Stack #1 Chip Stack #2 Chip Stack #3 

PACT ANSYS PACT ANSYS PACT ANSYS 

Layer# 𝑇𝑚𝑎𝑥

(℃) 

𝑇𝑚𝑎𝑥

(℃) 

𝑇𝑚𝑎𝑥

(℃) 

𝑇𝑚𝑎𝑥

(℃) 

𝑇𝑚𝑎𝑥

(℃) 

𝑇𝑚𝑎𝑥

(℃) 

0 113.49 114.00 107.62 108.0 98.04 98.00 

1 102.29 102.00 95.44 95.50 95.81 95.80 

2 91.76 92.00 95.41 95.40 95.75 95.75 

3 90.25 90.00 95.25 95.00 95.58 95.55 

4 48.02 48.00 91.67 91.80 91.73 91.80 

5 45.00 45.00 90.16 90.00 90.22 90.20 

6 N/A N/A 48.02 48.00 48.02 48.00 

7 N/A N/A 45.00 45.00 45.00 45.00 

TABLE 1: STEADY-STATE VALIDATION RESULTS. 

We use the chip stacks and die floorplan as shown in Figure 

7 to validate the transient simulation results. The total chip area 

is 50x50 𝜇𝑚2 and the die contains 7 power lines colored in red.

Each power line is 1 𝜇𝑚 wide and 30 𝜇𝑚 long. Each power line 

consumes a uniform power of 120 𝜇𝑊. We switch on and off all 

the power lines at frequencies of {1, 10, 100, and 1000} 𝐻𝑧 for 

1 𝑠 to validate the transient simulation results accuracy of PACT 

against ANSYS. The simulation grid resolution is set to 

100X100 and the minimum transient solver step size is set to 

0.1 𝑚𝑠. We show the transient temperature difference results in 

Table 2. The maximum transient error when compared to 

ANSYS is 0.35  ℃  (chip stack #1 @ 1000  𝐻𝑧 ). It takes a 

maximum of 5.93 𝑚𝑖𝑛 to run the transient simulation in PACT 

for the chip stacks shown in Figure 7 with a parallel 

configuration of 4 cores.  

FIGURE 7: CHIP STACKS AND DIE FLOORPLAN FOR 

TRANSIENT VALIDATION. 

Chip Stack #1 Chip Stack #2 

Freq 

(𝐻𝑧) 

1 10 100 1000 1 10 100 1000 

𝑇𝑑𝑖𝑓𝑓

(℃) 

0.27 0.28 0.28 0.35 0.2 0.22 0.25 0.27 

TABLE 2: TRANSIENT VALIDATION RESULTS. 

3.2 Steady-state comparisons 
In this subsection, we compare the steady-state simulation 

results for the IBM Power9, Intel i7 6950X, and PicoSoC using 

the chip stacks as shown in Figures 1 and 2. For IBM Power 9 

and Intel i7 6950X, we use a grid resolution of 400X400 with 

grid sizes of 68.5X63.3 𝜇𝑚2 and 36.7X42 𝜇𝑚2, respectively.

For PicoSoC, since it’s a standard cell design with a fine 

granularity power map and floorplan, we select to use a high grid 

resolution of 1024X1024 with a grid size of 1.46X1.46 𝜇𝑚2. The

grid resolution is selected based on the size of the smallest 

functional unit of the processor. The selected grid size has a 

similar size as the smallest functional unit of the processor. Since 

Intel i7 6950X and IBM Power9 have an architectural level 

floorplan, the grid resolution is relatively coarse compared to the 
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standard-cell level floorplan of PicoSoC. Based on cooling 

packages recommended by Intel, we use a high air convection 

heat transfer coefficient of 30 𝐾𝑊/𝑚2𝐾. For IBM Power9 and

PicoSoC, we choose to use air convection heat transfer 

coefficients of  20 𝐾𝑊/𝑚2𝐾  and  1 𝐾𝑊/𝑚2𝐾 , respectively.

The convection heat transfer coefficient values are adopted from 

previous work [22]. We obtain the steady-state power map of 

Intel i7 6950X by running Sniper and McPAT with applications 

bt, cg, dc, ep, ft, is, lu, mg, sp, and ua from NAS parallel 

benchmarks and average the transient power traces. The steady-

state power map has been calibrated to the reported TDP from 

Intel. For IBM Power9, we use the reported TDP and power 

breakdown from previous work [17] to calculate the power 

values for core, L3 cache, Nest, I/O, and DDR4 memory 

controller. We extract the steady-state power map of PicoSoC by 

running the OpenROAD project and the interface between 

OpenROAD and PACT. Figures 8-10 show the steady-state heat 

map comparisons of Intel i7 6950X, IBM Power9, and PicoSoC 

with chip stacks #1 and #3. Chip stack #1 is the more realistic 

chip stack with a traditional copper heat spreader and chip stack 

#3 is a realistic chip stack with a relatively lower diamond 

thermal conductivity lab-grown diamond heat spreader. Chip 

stack #2 is just for direct cooling performance comparison of the 

heat spreaders with the assumption that the traditional copper 

heat spreaders can be directly bonded to the silicon layer. We 

show the Intel i7 6950X, IBM Power9, and PicoSoC steady-state 

layers 0-5 simulation results for all the chip stacks in Tables 3-5. 

Layers 0, 1, and 2 are the metal 10, 9, and 1-8 layers, 

respectively. Layer 3 is the silicon layer and layer 4 is the TIM 

layer that is placed above the silicon layer. Layer 5 is the heat 

spreader/diamond layer. The maximum steady-state simulation 

time of PACT for these high-performance chips is 259 s.  

Based on our observations from Figures 8-10 and Tables 3-

5, replacing the traditional copper heat spreaders with lab-grown 

diamond heat spreaders can achieve at least 12.49 ℃  (IBM 

Power9 chip stacks #1 and #3) and 1.89 ℃  (PicoSoC chip 

stacks #1 and #3) maximum temperature and thermal gradient 

reductions, respectively. For Intel i7 6950X and IBM Power9 

with lab-grown diamond heat spreaders, the maximum 

temperatures on-chip are less than 81 ℃ . The throttling 

temperature for mobile processors is around 70-80 ℃ (depends 

on the specific model of processor), with lab-grown diamond 

heat spreaders, the maximum temperature of PicoSoC is less 

than 76 ℃. 

The above temperature reductions are mainly because the 

thermal conductivity of diamond is higher than copper and the 

diamond heat spreaders can be directly bonded to the silicon 

layer which results in lower vertical thermal resistance. In 

addition, we also observe that the temperature and thermal 

gradient reductions are highly correlated with the chip stack 

thickness. For Intel i7 6950X and IBM Power9, when switching 

the diamond thermal conductivity from 7.28(𝑇)−1.42 𝑀𝑊/𝑚𝐾
to 10.9(𝑇)−1.42 𝑀𝑊/𝑚𝐾  (chip stacks #3 and #4), the

maximum temperature of the chip barely changes. The reason is 

that the vertical thermal resistance of the chip stack is dominated 

by the thick TIM and silicon layers. Using a high thermal 

conductivity diamond heat spreader cannot provide significant 

benefits to the temperature reductions. Whereas, for PicoSoC, 

the chip stack is much thinner compared to Intel i7 6950X and 

IBM Power9. When comparing PicoSoC chip stacks #3 and #4, 

we observe a maximum temperature reduction of 3.69 ℃. In 

addition, when we scale the silicon layer thickness to 5 𝜇𝑚, the 

maximum temperature and thermal gradient reductions increase 

to 19.76 ℃  (PicoSoC chip stacks #1 and #5) and 15.69 ℃ 

(IBM chip stacks #1 and #5), respectively. The hot spot locations 

and the number of hot spots also affect the maximum 

temperature and thermal gradient reductions. For Intel i7 6950X 

and PicoSoC, since the hot spots are gathering in the silicon 

layer, we observe maximum temperature reductions of 13.75 

℃ and 13.21 ℃ (chip stack #1 and chip stack #3), respectively. 

However, for IBM Power9, the hot spots are spread and that’s 

why the temperature reduction is lower compared to Intel i7 

6950X and PicoSoC. In summary, compared to traditional 

copper heat spreaders, lab-grown diamond heat spreaders can 

achieve maximum steady-state temperature and thermal gradient 

reductions of 19.76 ℃ and 15.69 ℃, respectively.  

Layer 0 1 2 3 4 5 

𝑇_𝑚𝑎𝑥(𝐼𝐷1)(℃) 84.64 84.64 84.60 84.54 81.13 70.43 

𝑇_𝑚𝑎𝑥(𝐼𝐷2)(℃) 77.77 74.77 74.73 74.67 71.08 71.07 

𝑇_𝑚𝑎𝑥(𝐼𝐷3)(℃) 70.89 70.89 70.85 70.79 67.00 66.99 

𝑇_𝑚𝑎𝑥(𝐼𝐷4)(℃) 70.47 70.47 70.44 70.37 66.56 66.55 

𝑇_𝑚𝑎𝑥(𝐼𝐷5)(℃) 66.76 66.76 66.72 66.66 66.63 66.62 

∆𝑇(𝐼𝐷1)(℃) 17.50 17.50 17.46 17.43 14.98 7.35 

∆𝑇(𝐼𝐷2)(℃) 11.10 11.10 11.06 11.04 8.36 8.35 

∆𝑇(𝐼𝐷3)(℃) 5.39 5.39 5.35 5.32 2.31 2.31 

∆𝑇(𝐼𝐷4)(℃) 4.72 4.72 4.69 4.65 1.59 1.59 

∆𝑇(𝐼𝐷5)(℃) 1.81 1.81 1.77 1.75 1.72 1.71 

TABLE 3: INTEL I7 6950X STEADY-STATE RESULTS. 

Layer 0 1 2 3 4 5 

𝑇_𝑚𝑎𝑥(𝐼𝐷1)(℃) 92.82 92.82 92.82 92.80 89.12 77.58 

𝑇_𝑚𝑎𝑥(𝐼𝐷2)(℃) 82.59 82.59 82.59 82.57 78.23 78.22 

𝑇_𝑚𝑎𝑥(𝐼𝐷3)(℃) 80.33 80.33 80.33 80.31 75.70 75.69 

𝑇_𝑚𝑎𝑥(𝐼𝐷4)(℃) 80.10 80.10 80.10 80.08 75.45 75.44 

𝑇_𝑚𝑎𝑥(𝐼𝐷5)(℃) 75.58 75.58 75.58 75.56 75.53 75.51 

∆𝑇(𝐼𝐷1)(℃) 14.03 14.03 14.03 14.01 11.59 3.97 

∆𝑇(𝐼𝐷2)(℃) 8.32 8.32 8.32 8.33 5.05 5.04 

∆𝑇(𝐼𝐷3)(℃) 5.11 5.11 5.11 5.09 1.40 1.38 

∆𝑇(𝐼𝐷4)(℃) 4.72 4.72 4.72 4.72 0.98 0.98 

∆𝑇(𝐼𝐷5)(℃) 1.14 1.14 1.14 1.13 1.11 1.09 

TABLE 4: IBM POWER9 STEADY-STATE RESULTS. 

Layer 0 1 2 3 4 5 

𝑇_𝑚𝑎𝑥(𝐼𝐷1)(℃) 88.89 88.89 88.88 88.65 84.61 78.68 

𝑇_𝑚𝑎𝑥(𝐼𝐷2)(℃) 83.10 83.10 83.09 82.86 78.78 78.69 

𝑇_𝑚𝑎𝑥(𝐼𝐷3)(℃) 75.68 75.68 75.67 75.44 69.35 69.25 

𝑇_𝑚𝑎𝑥(𝐼𝐷4)(℃) 71.99 71.99 71.98 71.75 68.66 68.56 

𝑇_𝑚𝑎𝑥(𝐼𝐷5)(℃) 69.13 69.13 69.12 68.95 68.69 68.57 

∆𝑇(𝐼𝐷1)(℃) 3.92 3.93 3.94 3.87 2.43 0.34 

∆𝑇(𝐼𝐷2)(℃) 2.30 2.31 2.32 2.24 0.42 0.38 

∆𝑇(𝐼𝐷3)(℃) 2.03 2.05 2.06 1.98 0.12 0.07 

∆𝑇(𝐼𝐷4)(℃) 2.00 2.03 2.04 1.95 0.09 0.04 

∆𝑇(𝐼𝐷5)(℃) 0.40 0.41 0.43 0.41 0.17 0.06 

TABLE 5: PICOSOC STEADY-STATE RESULTS. 
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FIGURE 8: STEADY-STATE HEAT MAP COMPARISONS OF INTEL I7 6950X (CHIP STACKS #1 AND #3). 

FIGURE 9: STEADY-STATE HEAT MAP COMPARISONS OF IBM POWER9 (CHIP STACKS #1 AND #3). 

FIGURE 10: STEADY-STATE HEAT MAP COMPARISONS OF PICOSOC (CHIP STACKS #1 AND #3).
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FIGURE 11: TRANSIENT TEMPERATURE PLOTS FOR INTEL I7 6950X and PICOSOC. 

3.3 Transient comparisons 
Next, we carry out transient simulations for Intel i7 6950X 

and PicoSoC. We use chip stacks #1 and #3 as shown in Figures 

1 and 2. For Intel i7 6950X, we obtain the transient power traces 

by running applications bt, cg, and ft from NAS parallel 

benchmarks. The transient power traces have been calibrated to 

the reported TDP from Intel. We run 10 billion instructions for 

each application and collected power values per 10 million 

instructions to extract the application power traces. We select 

different application mapping policies to study the transient 

thermal behavior of traditional copper heat spreaders and lab-

grown diamond heat spreaders. The selected application 

mapping policies are as follows: (i) we run most power-hungry 

applications bt and ft consecutively and applications are mapped 

to all 10 cores, (ii) we run application ft for two iterations. In the 

first iteration, cores 8 and 9 remain idle and in the second 

iteration, cores 4 and 5 are idle, (iii) we run applications ft (high 

power) and cg (low power) for two iterations. In the first 

iteration, each application is mapped on a column of cores, and 

in the second iteration, applications are mapped as a 

checkerboard. The transient temperature plots of the Intel i7 

6950X silicon layer are shown in Figure 11. The maximum 

transient simulation time of PACT for these real-world high-

performance chips with realistic applications is 22 𝑚𝑖𝑛. 

Plots (A) and (C) indicate that the maximum transient 

temperature reductions of lab-grown diamond heat spreaders can 

go up to 26.73 ℃. In addition, the temperature reductions of the 

diamond heat spreaders depend on the application behavior and 

application mapping policy. As we see in plots (A), (B), and (C), 

using different application mapping policies for application ft 

results in different maximum temperatures. For plot (B), leaving 

cores 4 and 5 idle results in a lower maximum temperature than 

making cores 8 and 9 idle. As shown in Figures 3 and 8, cores 4 

and 5 are placed at the center of the chip and result in the highest 

hot spot temperatures. Leaving cores 4 and 5 idle is very similar 

to adding white spaces to the hot spot region to decrease the hot 

spot temperatures. For plot (C), since the checkerboard mapping 

policy help spread the lateral heat, the second iteration results in 

significant temperature reduction compared to the first iteration. 

For PicoSoC, since the standard-cell design lacks dynamic 

power traces, we utilize the steady-state power values of 

PicoSoC and randomly applied -15% or +15% additional power 

values for each standard cell and create synthetic transient power 

traces. The transient temperature plots of PicoSoC are shown in 

Figure 11. We still observe a maximum temperature reduction of 

18  ℃  for mobile chip setup. These transient simulation 

comparison results show the transient cooling performance 

advantages of lab-grown diamond heat spreaders over traditional 

copper heat spreaders are even more than the steady-state 

thermal simulations. The reason is that for steady-state 

simulations, we average the power values of the applications in 

NAS parallel benchmarks which results in relatively lower 

steady-state power values compared to transient power values. 

In addition, we haven’t considered mapping policies in the 

steady-state simulations. As we see in the transient temperature 

plots, mapping policies also have high impacts on the maximum 

temperature reductions. 

3.4 Parametric study of chip thickness 
   In this subsection, we study the cooling performance of lab-

grown diamond heat spreaders with different chip thickness. We 

select Intel i7 6950X with chip stacks #1 and #3 as shown in 
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Figure 2, and the chip thickness is selected to be {5, 50, 100, 250, 

500, and 750} 𝜇𝑚. The lab-grown diamond thermal conductivity 

is set to 7.28(𝑇)−1.42 𝑀𝑊/𝑚𝐾 . We obtain the steady-state

power map of Intel i7 6950X by running Sniper and McPAT with 

the most power-hungry applications bt, and ft from NAS parallel 

benchmarks and average the transient power trace. The steady-

state power map has been calibrated to the reported TDP from 

Intel. The steady-state maximum temperature results are shown 

in Figure 12. Decreasing the thickness of the silicon layers helps 

to lower the vertical thermal resistance of the chip stack. 

However, in the meantime, it also prevents spreading the lateral 

heat across the silicon layer. For chip stack #1, the vertical 

thermal resistance is dominated by the thick TIM layers, and 

varying the silicon layer thickness does not affect the maximum 

temperature much. Whereas for chip stack #3, diamond heat 

spreaders have lower thermal resistance and can be directly 

bonded to the silicon. By lowering the silicon layer thickness, we 

can see a maximum temperature reduction of 4.62 ℃ (thickness 

= 5 𝜇𝑚 vs. 750 𝜇𝑚).  

   We then conduct a parametric study of silicon layer thickness 

for transient simulations of Intel i7 6950X chip stacks #1 and #3. 

We run most power-hungry applications bt and ft consecutively 

and applications are mapped to all 10 cores. The transient power 

traces have been calibrated to the reported TDP from Intel. We 

show the transient simulation parametric study results in Figures 

13 and 14. We observe a similar trend as steady-state thickness 

parametric study. For chip stack #1, decreasing the thickness of 

the silicon layer does not affect the maximum temperatures 

because of the tradeoff between vertical and lateral thermal 

resistance. Whereas for chip stack #3, decreasing the thickness 

of the silicon layer results in a maximum temperature reduction 

of 6.53℃ (thickness = 5 𝜇𝑚 vs. 750 𝜇𝑚). Based on the steady-

state and transient parametric studies of the silicon layer 

thickness, we show that using a thinner silicon layer can achieve 

an even better cooling performance than a thick silicon layer for 

lab-grown diamond heat spreaders.  

FIGURE 12: STEADY-STATE SILICON LAYER THICKNESS 

PARAMETRIC STUDY RESULTS FOR INTEL I7 6950X. 

FIGURE 13: INTEL I7 6950X CHIP STACK #1 SILICON LAYER 

THICKNESS TRANSIENT PARAMETRIC STUDY RESULTS. 

FIGURE 14: INTEL I7 6950X CHIP STACK #3 SILICON LAYER 

THICKNESS TRANSIENT PARAMETRIC STUDY RESULTS. 

3.5 Parametric study of cooling packages 
   Next, we study the cooling performance of lab-grown 

diamond heat spreaders with different heat sinks. We select Intel 

i7 6950X with chip stacks #1 and #3 as shown in Figure 2, and 

the heat sink is selected to be the fix-air convection heat sink, 

single-phase liquid cooling via microchannels, and medium-cost 

heat sink adopted from HotSpot [15]. For fixed-air convection 

heat sink, we set the air convection HTC to 30 𝐾𝑊/𝑚2𝐾. For

the medium-cost heat sink, we set the heat sink size and thickness 

to 0.4X0.4 𝑚𝑚2 and 1 𝑚𝑚, respectively. The heat sink is made

of copper. The convection resistivity and heat capacity are set to 

0.21  𝐾/𝑊  and 140.4  𝐽/𝐾 , respectively. We calculate the 

convection resistivity based on the air convection HTC of 

30 𝐾 𝑊/𝑚2𝐾 , which is the same as the fixed-air convection

heat sink. For liquid cooling via microchannels, the selected 

material properties are shown in Table 6. The liquid cooling via 

microchannels model integrated with PACT simulator is a 

single-phase liquid cooling method and has already been 

validated against COMSOL and a popular liquid cooling via 

microchannel compact thermal simulator [10, 16, 23]. The 

detailed information of the water-side heat transfer coefficient 

correlation and experimental setups can be found in previous 

work [10, 16, 23]. The selected coolant velocity and the 

Reynolds number indicate the type of fluid flow is laminar. We 

obtain the steady-state power map of Intel i7 6950X by running 

Sniper and McPAT with the most power-hungry applications bt, 

and ft from NAS parallel benchmarks and average the transient 

power trace to represent the steady-state power map. The steady-

state power map has been calibrated to the reported TDP from 
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Intel. We show the steady-state silicon layer heat maps in Figure 

15 and parametric study results in Figure 16. By replacing the 

fixed-air convection heat sink with a medium-cost heat sink, we 

can see a maximum temperature reduction of 9.66  ℃ 

(ID1_Fixed_Air vs. ID1_Medium_Cost). This is mainly because 

the size of the heat sink is larger than the chip stack and therefore 

enhances the lateral heat transfer. For liquid cooling via 

microchannels, as the liquid flow velocity increase, liquid 

cooling via microchannels starts to become the best cooling 

package with a maximum temperature reduction of 12.71 

(ID1_Fixed_Air vs. ID1_Liquid @ 2.6 𝑚/𝑠). However, when 

considering the thermal gradients, the medium-cost heat sink 

performs better than liquid cooling via microchannels as shown 

in Figure 15. Since liquid absorbs heat as it flows along the 

channel, the temperature difference between the inlet and outlet 

is one of the major reasons for the high thermal gradient. Another 

reason is the thermal resistivity difference between the liquid and 

wall, which causes the high lateral thermal gradient compared to 

the medium-cost heat sink. 

   For the transient parametric study, we use the same setup for 

the three types of aforementioned cooling packages. We run 

most power-hungry applications bt and ft consecutively and 

applications are mapped to all 10 cores to obtain the transient 

power traces. The transient power traces have been calibrated to 

the reported TDP from Intel. The transient temperature plots are 

shown in Figure 17. Compared to steady-state results, we 

observe a higher maximum temperature reduction of liquid 

cooling via microchannels against the other two heat sinks. The 

maximum temperature reduction against the fix-air convection 

heat sink is 14.13℃. This is due to the high specific heat capacity 

of the water compared to silicon and copper. In summary, among 

these three types of heat sinks, liquid cooling via microchannels 

can provide the highest cooling performance and results in the 

lowest maximum temperature on-chip. 

Coolant Water 

Thermal Resistivity 1.647 𝑚𝐾/𝑊 

Specific Heat Capacity 4.181 𝑀𝐽/𝑚3𝐾 

Inlet Temperature 27 ℃ 

Fluid Density 998 𝐾𝑔/𝑚2 

Dynamic viscosity 0.000889 𝑃𝑎 ∙ 𝑠 

Coolant Velocity {0.5, 1.0, 1.5, 2.0, 2.6} 𝑚/𝑠 

Reynolds Number {37.4, 74.8, 112, 195} 

Number of Microchannels 146 

Microchannel Width 50 𝜇𝑚 

Wall Width 50 𝜇𝑚 

Wall Material Silicon 

Microchannel Height 100 𝜇𝑚 

Microchannel Hydraulic Diameter 66.67 𝜇𝑚 

TABLE 6: LIQUID COOLING VIA MICROCHANNELS 

MATERIAL PROPERTIES. 

FIGURE 15: STEADY-STATE HEAT MAPS FOR PARAMETRIC 

STUDY OF COOLING PACKAGES. LIQUID FLOW VELOCITY IS 

SET TO 2.6 𝑀/𝑆. 

FIGURE 16: INTEL I7 6950X SILICON LAYER STATE-STATE 

COOLING PACKAGE PARAMETRIC STUDY RESULTS. 

FIGURE 17: INTEL I7 6950X SILICON LAYER TRANSIENT 

COOLING PACKAGE PARAMETRIC STUDY RESULTS. 

4. CONCLUSION
In this paper, we use a parallel compact thermal simulator, 

PACT, to compare the cooling performance of lab-grown 

diamond heat spreaders against traditional copper heat spreaders 

using real-world high-performance processors with realistic 

application benchmarks. We create a interconnect model to 

mimic the realistic processor chip stacks and carry out both 

steady-state and transient comparisons. Our results show that, 

compared to traditional copper heat spreaders, the lab-grown 

diamond heat spreader can achieve maximum temperature and 
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thermal gradient reductions of up to 26.73  ℃  and 13.75  ℃ , 

respectively. In addition, we also carry out parametric studies of 

processor thickness (silicon layer thickness) and cooling 

packages. We observe that the lab-grown diamond heat spreader 

can achieve a higher temperature reduction with a relatively 

thinner silicon layer. In addition, to achieve the lowest on-chip 

maximum temperature, liquid cooling via microchannels 

outperforms fixed-air convection heat sink and medium-cost 

heat sink. 
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