Pulse accumulation, radial heat conduction, and anisotropic thermal conductivity in pump-probe transient thermoreflectance
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The relationship between pulse accumulation and radial heat conduction in pump-probe transient thermoreflectance (TTR) is explored. The results illustrate how pulse accumulation allows TTR to probe two thermal length scales simultaneously. In addition, the conditions under which radial transport effects are important are described. An analytical solution for anisotropic heat flow in layered structures is given, and a method for measuring both cross-plane and in-plane thermal conductivities of thermally anisotropic thin films is described. As verification, the technique is used to extract the cross-plane and in-plane thermal conductivities of highly ordered pyrolytic graphite. Results are found to be in good agreement with literature values. © 2008 American Institute of Physics. [DOI: 10.1063/1.3006335]

I. INTRODUCTION

Pump-probe transient thermoreflectance (TTR) has been widely used to study thermal transport in thin films and bulk materials, 1–4 liquids, 5 and across material interfaces. 5,7 All of these experiments are variations of the optical pump-probe technique, in which a pump pulse is used to excite the sample, changing the optical properties, and a second time-delayed probe pulse measures the change. The change is subsequently correlated with a physical property of interest, usually through the thermoreflectance coefficient of a thin top layer of metal. The fine temporal resolution of the technique makes it well suited to the study of a wide range of transport processes occurring on time scales from femtoseconds to nanoseconds and longer. Typically, the data are compared to a model of the system, and the unknown physical properties of interest are adjusted to minimize the error between the model and the data.

A popular implementation of TTR has been to use a high repetition-rate pulse source such as the fundamental output of a Ti:sapphire laser oscillator, which typically has a pulsing frequency on the order of 80 MHz. For thermal measurement, this approach has significant advantages over lower repetition-rate amplified systems: in addition to being significantly simpler and less expensive, the high repetition rate allows for pump-beam modulation and lock-in detection at high frequencies, where laser power fluctuations can be reduced to the order of $10^{-7}/\sqrt{\text{Hz}}$ 8 and the relatively weak pulse energies limit temperature excursions of the sample to a few kelvins. 2 However, at high repetition rates, for many situations there is no sufficient time for the system to return to equilibrium between laser pulses. In this case, the effects of multiple pulses accumulate, and the measured signal will differ from the response to a single pulse. As we will see, the majority of thermal conductivity measurements fall into this category.

Several treatments of accumulating photothermal pulses have been given in the past for various techniques. A one-dimensional analysis was given in the context of photothermal rate-window spectrometry. 9 Accumulation phenomena were first described in the context of TTR by Capinski and Maris 10 in terms of the impulse response of the sample assuming one-dimensional thermal transport, and subsequently expressed in terms of the frequency response by Cahill 11 to account for radial heat conduction in layered isotropic media.

What is not obvious is why radial transport effects are important. In ultrafast pump-probe measurements, the time required for the response to an essentially instantaneous heat pulse to decay to a negligible value yields a thermal penetration depth that is much smaller than the laser spot size, and it is commonly assumed that one-dimensional transport is an adequate model. 1,2 In work where radial effects are considered, a different criterion for one-dimensional transport is suggested: the penetration depth of the thermal waves at the modulation frequency should be much smaller than the laser spot size, 7,11 since the lowest frequency component of the thermal response that contributes to the signal is the modulation frequency of the pump beam. However, it is not immediately clear how radial effects enter into the solution or which thermal length scale dominates under a given set of experimental conditions.

In this work, we show explicitly how it is pulse accumulation that leads to radial transport effects and describe the conditions under which radial transport is important. We will see that although pulse accumulation complicates the analysis, it also makes TTR more powerful by allowing two length scales to be probed simultaneously.

In addition, an analytical solution for heat flow in layered media is given to account for anisotropic thermal conductivity, which is frequently encountered in natural and
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man-made thin film and bulk materials. We show how, by varying the modulation frequency and laser spot size in a TTR measurement, both in-plane and cross-plane thermal conductivities can be isolated. Using a two-color implementation, the technique is applied to highly ordered pyrolytic graphite (HOPG), a well-known thermally anisotropic material. Results are in good agreement with literature values.

II. PULSE ACCUMULATION AND THE FREQUENCY RESPONSE

Various implementations of high-repetition rate TTR systems are described in literature. Although the specific details of implementation vary, the essential elements do not. From an analysis point of view, there are three key features: (1) the laser emits a train of ultrashort pulses that are sufficiently short compared to the measurement time scale and pulse repetition period to be considered Dirac delta functions; (2) the laser output is split into two trains which are then separated in time by an adjustable delay, \( \tau \), and (3) the pump beam is modulated at a reference frequency, \( \omega_{ref} \), and lock-in detection is used to extract only the components of the measured signal in an extremely narrow band around the reference signal.

It is assumed that the response of the sample to the laser input is both linear and time invariant (LTI). This assumption greatly simplifies analysis since we can use all the mathematical tools available for LTI systems, such as superposition, convolution, and simple conversion between the time and frequency domains. In conduction heat transfer, if the temperature changes are small enough that physical properties can be assumed constant, then the temperature of the system obeys superposition. In addition, the thermoreflectance coefficient must be linear with temperature over the range of temperatures induced in experiment. Under typical experimental conditions, both the temperature rise due to a single pulse and the steady state accumulation of heat will be on the order of a few kelvins or smaller, so linearity should hold. The assumption is easily checked by changing the input power and by verifying that the measured signal scales correctly and does not change shape.

For clarity, the measurement process is depicted graphically in Figs. 1 and 2. Figure 1(a) shows the pump beam as a train of delta functions at the pulsing frequency of the laser. The time between pulses, \( T \), is typically on the order of 12.5 ns. The pump beam passes through a modulator, usually an electro-optic modulator (EOM) or acousto-optic modulator, which chops the beam with a square wave modulation at the reference frequency, \( \omega_{ref} \) [Fig. 1(b)]. Because lock-in detection is used, ideally the response to both the dc offset and the higher harmonics will be rejected, and we need only consider the fundamental modulation component at \( \omega_{ref} \), shown in Fig. 1(c). If the lock-in amplifier mixes the signal with a square wave instead of a pure sinusoid, a resonant filter between the photodiode and the lock-in amplifier can be used to effectively remove the higher harmonic components.

The thermal response of the sample is given by the convolution between the thermal response to a single heat pulse (the impulse response) and the modulated pulse train. Because, as we discussed in the preceding paragraph, the lock-in effectively removes any dc offset and higher harmonics, we can convolve the impulse response with the fundamental harmonic component of the EOM.

\[
p(t) = Q_{\text{probe}} \sum_{n=\infty}^{\infty} \delta(t - nT - \tau),
\]

which has the Fourier transform,

\[
P(\omega) = Q_{\text{probe}} \sum_{k=\infty}^{\infty} \delta(\omega - k \omega_0) e^{-i\omega \tau}.
\]

Here \( \delta \) is the Dirac delta function, \( T \) is the period between pulses, \( \tau \) is the delay time between pump and probe pulses, \( Q_{\text{probe}} \) is the energy per probe pulse, and \( \omega_0 = 2\pi/T \). Equation (2) evaluates to zero for all frequencies except multiples of \( \omega_0 \). In our experiments, \( \omega_0 \) (80 MHz) is one to two orders of magnitude larger than the modulation frequency (1–10 MHz). We typically use a lock-in time constant of 30 ms, which gives a pass band of roughly 10 Hz. Therefore, all of the probe frequencies will be well outside the lock-in pass band, and we can safely ignore the probe pulses’ effect on the measurement and view them as simply measuring the state of the thermal system at a time \( \tau \) after the pump pulses.

![Figure 1](image-url) (Color online) (a) The unmodulated pump beam represented as a train of delta functions with an angular frequency of \( 2\pi/T \). (b) The pump beam after passing through an EOM. (c) Modulation due only the fundamental harmonic component of the EOM.
to the reference wave at every delay time. The fundamental component of the probe signal with respect to the pulse response of the sample, at every delay time.

The lock-in amplifier measures the fundamental component of the probe signal at the modulation frequency, \( \omega_0 \), and rejects all other harmonic components. This is shown in Fig. 2(d). The output will be the amplitude, \( A \), and phase, \( \phi \), of the fundamental component of the probe signal with respect to the reference wave at every delay time \( \tau \). Mathematically, the solution takes the form of a “transfer function,” a complex number \( Z(\omega_0) \) such that the output of the lock-in amplifier for a reference wave \( e^{i\omega_0 t} \) is given by

\[
A e^{i(\omega_0 t + \phi)} = Z(\omega_0) e^{i\omega_0 t}. \tag{3}
\]

The transfer function can be represented in two ways. The first, given by Capinski and Maris\(^{10}\) in terms of the impulse response of the sample, \( h(t) \),

\[
Z(\omega_0) = \frac{\beta Q Q_{\text{probe}}}{T} \sum_{q=0}^{\infty} h(qT + \tau) e^{-i\omega_0 q T + \tau}, \tag{4}
\]

where \( Q \) is the power per pump pulse, \( Q_{\text{probe}} \) is the power per probe pulse, and \( \beta \) is a constant that includes the thermoreflectance coefficient and gain of the electronics. A mathematically equivalent form was later given by Cahill\(^{11}\) in terms of the sample frequency response, \( H(\omega) \),

\[
Z(\omega_0) = \frac{\beta Q Q_{\text{probe}}}{T^2} \sum_{k=-\infty}^{\infty} H(\omega_0 + k\omega) e^{i\omega_0 T}, \tag{5}
\]

where again \( \omega_0 \) is the reference frequency and \( \omega_s = 2\pi/T \). The equivalence of Eqs. (4) and (5) stems from the fact that, in a LTI system, the impulse response and frequency response are Fourier transform pairs. In practice, Eq. (4) may be more convenient for numerical simulations, while Eq. (5) is more convenient for cases where an analytical heat transfer solution is more easily obtained in the frequency domain.

In the limit that the time between pulses, \( T \), becomes infinite, both expressions reduce to the impulse response as a function of delay time, \( \tau \),

\[
\lim_{T \to \infty} \frac{\beta Q Q_{\text{probe}}}{T} \sum_{q=0}^{\infty} e^{-i\omega_0 q T + \tau} h(qT + \tau) = \frac{\beta Q Q_{\text{probe}}}{T} h(\tau) e^{-i\omega_0 \tau} \tag{6}
\]

since at very long times, \( h(qT + \tau) \) decays to zero for all terms where \( q \neq 0 \). In this limiting case, the phase shift is simply the delay between the pump and probe pulses divided by the modulation frequency, as expected, and the amplitude of the signal can be directly interpreted as the response of the sample to a single pulse. In this case, the relevant time and length scales are those associated with the single-pulse response.

In the other limit, as \( T \) approaches zero, the expression approaches the frequency response (i.e., the steady periodic response at \( \omega_0 \)),

\[
\lim_{T \to 0} \frac{\beta Q Q_{\text{probe}}}{T^2} \sum_{q=0}^{\infty} e^{-i\omega_0 q T + \tau} h(qT + \tau) T = \frac{\beta Q Q_{\text{probe}}}{T^2} H(\omega_0). \tag{7}
\]

In this case, the relevant time and length scales are those associated with the steady periodic response.

In the intermediate range, where the decay time of the system is not much longer or shorter than the pulse period \( T \), the signal has elements of both the impulse response and the steady frequency response and the two effects cannot be easily separated.

To examine this further, we take a simple exponential system as a model and see how the measured signal changes as the decay rate and laser pulse period are varied. Although the thermal response of a sample is more complex, the basic features of the accumulation effects will be the same. The impulse response and frequency response of the simple system are given by

\[
h(t) = e^{-at}, \tag{8}
\]
III. HEAT TRANSFER ANALYSIS

Equations (4) and (5) are valid for any LTI system. The example of exponential decay is useful as a simple means of showing the circumstances under which accumulation becomes important and how it connects the impulse response to the periodic response. Now, we replace the exponential decay with the thermal response of a multilayered sample heated and probed by Gaussian laser spots, including both the cross-plane and in-plane thermal conductivities of each layer.

Thermal conduction through layered structures in isotropic media has been described in several places, and Cahill gave a specific solution for TTR. Here we adopt the approach described by Carslaw and Jaeger for one-dimensional conduction and extend it to account for radial, anisotropic effects using a Hankel transformation.

For a single slab of material in the frequency domain, the temperature, $\theta$, and heat flux, $f$, on the top side of the slab are related to the temperature, $\theta_b$, and heat flux, $f_b$ on the bottom side through

$$\begin{pmatrix} \theta_b \\ f_b \end{pmatrix} = \begin{pmatrix} \cosh(qd) & -\frac{1}{\sigma_f q} \sinh(qd) \\ -\sigma_f q \sinh(qd) & \cosh(qd) \end{pmatrix} \begin{pmatrix} \theta_t \\ f_t \end{pmatrix},$$

(10)

Here $d$ is the layer thickness, $\sigma_z$ the cross-plane thermal conductivity, and $q^2 = i\omega/\alpha$, where $\alpha$ is the thermal diffusivity. Multiple layers are handled by multiplying the matrices for individual layers together,

$$\begin{pmatrix} \theta_b \\ f_b \end{pmatrix} = \mathbf{M}_n \mathbf{M}_{n-1} \cdots \mathbf{M}_1 \begin{pmatrix} A \\ B \end{pmatrix} \begin{pmatrix} \theta_t \\ f_t \end{pmatrix},$$

(11)

where $\mathbf{M}_n$ is the matrix for the bottom layer. An interface conductance $G$ is treated by taking the limit as the heat capacity of a layer approaches zero and choosing $\sigma_z$ and $d$ such that $G = \sigma_z/d$. If the bottom surface of the nth layer is assumed to be adiabatic, or if the nth layer is treated as semi-infinite, then in both cases Eq. (11) reduces to $C\theta_t + Df_t = 0$ and the surface temperature will be given by

$$\theta_t = -\frac{D}{C}f_t,$$

(12)

where $f_t$ is the heat flux boundary condition applied to the top surface. In the majority of our experiments, the semi-infinite boundary condition is an accurate description of the physical situation.

Equation (12) can be conveniently extended to include the effects of radial conduction with a zero-order Hankel transform. Applying the transform to the diffusion equation in cylindrical coordinates and repeating the procedure described in Eqs. (10)–(12) yields an identical result, except that now $q$ in Eq. (10) is given by

$$q^2 = \frac{\sigma_r k^2 + \rho c_p i\omega}{\sigma_z},$$

(13)

where $\sigma_r$ and $\sigma_z$ are the radial, or in-plane, and cross-plane thermal conductivities, respectively, $\rho$ is the density of the layer, $c_p$ is the specific heat, and $k$ is the transform variable. The heat flux term $f$ at the boundary is given by the Hankel transformation.
transform of a Gaussian spot with power $A_0$ and $1/e^2$ radius $w_0$. The surface temperature from Eq. (12) then becomes

$$f = \left( -\frac{D}{C} \right) \frac{A_0}{2\pi} \exp\left( -\frac{k^2 w_0^2}{8} \right).$$  \hspace{1cm} (14)

The frequency response $H$ in real space is found by taking the inverse Hankel transform and then weighing the result by the probe intensity distribution, which is taken as a Gaussian spot with $1/e^2$ radius $w_1$.\textsuperscript{11}

$$H(\omega) = \frac{A_0}{2\pi} \int_0^\infty k \left( -\frac{D}{C} \right) \exp\left( -\frac{k^2 (w_0^2 + w_1^2)}{8} \right) dk,$$  \hspace{1cm} (15)

where $w_0$ and $w_1$ are the pump and probe $1/e^2$ radii, respectively. This solution for the frequency response is inserted into Eq. (5), which is solved numerically. In practice, an upper limit of integration in Eq. (15) on the order of $10/\sqrt{w_0^2 + w_1^2}$ is sufficient for the integral to converge, although if both radii become less than $\sim 5 \mu m$ this value may need to be increased.

The case where the two beam spots are offset may also be used to study thermal transport. Li et al.\textsuperscript{17} used this geometry and a numerical simulation to determine the thermal properties of multilayer thin films by varying the frequency of modulated continuous-wave beams. Here we extend Eq. (15) to obtain an analytical solution for the case where the pump spot is separated by a distance $x_0$ from the probe spot in the Cartesian plane. In this case, some of the symmetry is lost and $H(\omega)$ is given by

$$H(\omega) = \left( \frac{2}{\pi w_1^2} \right) \int_0^\infty \int_0^\infty \theta(\sqrt{(x-x_0)^2 + y^2}) \times \exp\left( -\frac{2k^2 (x^2 + y^2)}{w_1^2} \right) dxdy,$$  \hspace{1cm} (16)

where $\theta(\sqrt{(x-x_0)^2 + y^2}) = \theta(r)$ is given by

$$\theta(r) = \int_0^\infty k J_0(kr) \left( -\frac{D}{C} \right) \frac{A_0}{2\pi} \exp\left( -\frac{k^2 w_0^2}{8} \right) dk,$$  \hspace{1cm} (17)

and $J_0$ is a zero-order Bessel function of the first kind. While Eq. (16) is not as convenient to evaluate as Eq. (15), it is still tractable numerically. In our TTR implementation, we have found that sensitivity to radial transport is of similar order for offset spots compared to aligned spots. However, alignment of offset beam spots is more challenging than coaxial spots because the offset, which is typically on the order of microns, must be accurately determined. In the case of aligned spots, optimal overlap is indicated when the signal is maximized.

IV. SENSITIVITY TO RADIAL TRANSPORT

The one-dimensional, single-pulse solutions for a 100 nm layer of Al on two substrates, Si and SiO\textsubscript{2}, are plotted in Fig. 4 over 12.5 ns, the time between pulses from the Ti:sapphire oscillator. Silicon has a relatively high thermal conductivity, 148 W/m K at room temperature, while the conductivity of SiO\textsubscript{2} is two orders of magnitude lower, $\sim 1.4$ W/m K. In both cases, but especially for SiO\textsubscript{2}, the response clearly does not decay to zero before the next pulse arrives. Therefore, accumulation effects will be important. The solution will take on aspects of the steady periodic response, and the associated thermal length scale, $L \sim \sqrt{2\alpha/\omega_0}$, compared to the spot size will determine the sensitivity of the solution to radial transport.

We use a multidimensional least-squares minimization routine to vary the physical parameters of interest to match the output of the lock-in amplifier to Eq. (5). Either the amplitude or phase data can be compared to Eq. (5) for fitting. In practice, we find that fitting to the phase produces more reliable results because it is slightly less noisy and removes any difficulties associated with normalization. This approach is similar to fitting to the ratio of in-phase and out-of-phase components of the lock-in signal.\textsuperscript{18} Fitting the phase does introduce the problem of determining the true phase of the thermal signal with respect to the lock-in reference wave. The signal cables, EOM, and photodiode all have their own response, which collectively can be represented by the transfer function $Z_{\text{inst}}$, such that for a given input $\exp(i\omega t)$ the output will be given by

$$A_{\text{inst}} \exp(i\omega t + \phi_{\text{inst}}) = Z_{\text{inst}} \exp(i\omega t),$$  \hspace{1cm} (18)

where $\phi_{\text{inst}}$ is the phase delay introduced by the instrumentation. Thus to fit the phase data, we need a way to determine $\phi_{\text{inst}}$ and subtract it from the measured phase. One way to do this is to split off a small fraction of the modulated pump beam and measure its phase directly with the detector. A second method, which we employ, is to make use of the fact that the out-of-phase, or imaginary, part of Eq. (5) should be constant as the delay time crosses $\tau=0$.\textsuperscript{11} After the data are collected, the change in the out-of-phase signal, $\Delta Y_0$, and in-phase signal, $\Delta X_0$, are noted as the delay time crosses $\tau=0$. From this the phase introduced by the instrumentation is computed from $\Delta \phi = \tan^{-1}(\Delta Y_0/\Delta X_0)$ and is subtracted from the measured signal.\textsuperscript{18}

To quantify the sensitivity of the signal to radial conduction, we define the phase sensitivity to a parameter $x$ in a manner similar to that of Gundrum et al.\textsuperscript{7}
where the phase, \( \phi \), is in radians.

Figure 5(a) shows the sensitivity to the pump 1/e\(^2\) radius, \( S_{w_p} \), plotted as a function of \( w_p \). The substrate is SiO\(_2\) and the probe 1/e\(^2\) radius, \( w_1 \), is fixed at 5 \( \mu \)m. The values are plotted for a delay time, \( \tau \), of 1000 ps, although the curves look similar over the range of delay times. The sensitivity is shown at 3 modulation frequencies: 1, 3, and 10 MHz. As expected, at lower frequencies the signal is more sensitive to spot size since the thermal length scale, \( L \sim \sqrt{2a/\omega_0} \), increases with decreasing frequency. As a function of spot size, sensitivity is maximized when the pump and probe spots are of similar order.

To put these curves into perspective, the sensitivity to the cross-plane thermal conductivity, a typical parameter of interest, is plotted for the same sample under the same conditions in Fig. 5(b). At 1 MHz when the beam spots are of the same order, the signal is approximately four times more sensitive to spot size than thermal conductivity (i.e., a 5% error in spot size leads to an error up to 20% in the thermal conductivity fit). On the other hand, using a pump spot 1/e\(^2\) radius of 25 \( \mu \)m and a modulation frequency of 10 MHz, the measurement is 25 times more sensitive to cross-plane thermal conductivity than spot size, and in addition, the relative uncertainty associated with measuring a beam spot with a 25 \( \mu \)m radius is small. Therefore, for basic cross-plane thermal conductivity measurements, a large pump spot and a high modulation frequency are the best combination to reduce uncertainties due to beam spot geometry. There are situations where small beam spots are desirable, for example, to increase the fluence at the sample surface, or for high-resolution spatial thermal conductivity mapping. In these cases, even at high frequency, the sensitivity to geometry can be a significant fraction of the sensitivity to thermal conductivity, and care should be taken to accurately characterize the beam spots.

An interesting and somewhat counterintuitive aspect of the sensitivity to radial transport is that it increases with decreasing substrate thermal conductivity. One might expect that lateral heat spreading would be more of an issue when the substrate thermal conductivity is higher. However, as we show in Fig. 3(b), when the thermal decay of a single pulse is long compared to the laser pulse period, stronger accumulation effects cause the signal to approach the steady periodic solution, and the associated periodic length scale plays a more dominant part. In Fig. 4, we show the single-pulse response for SiO\(_2\) and Si, and clearly the thermal decay in the SiO\(_2\) sample is much slower compared to the pulse time. Thus, the measured signal [Eq. (5)] will have a stronger dependence on the periodic thermal length scale, \( L \sim \sqrt{2a/\omega_0} \).

The spot sensitivity is plotted as a function of the substrate thermal conductivity in Fig. 6(a). The pump radius is fixed at 10 \( \mu \)m and the probe radius is 5 \( \mu \)m, and again the
delay time is fixed at 1000 ps. As we expect, the magnitude of the sensitivity increases at lower substrate thermal conductivities and decreases with decreasing modulation frequency. The sensitivity to cross-plane thermal conductivity under the same conditions is shown in Fig. 6(b) for reference.

V. ANISOTROPIC MEASUREMENTS: HOPG

We have examined the interplay between pulse accumulation and radial conduction and have shown how it affects the sensitivity of the measured signal to spot geometry. In most cases, the goal is to minimize the dependence of a cross-plane thermal conductivity measurement on the spot conditions. In this case, a high modulation frequency is the best choice.

It is also possible to vary the modulation frequency and spot size to isolate the thermal conductivity in different directions. A measurement at high modulation frequency and with a large spot size can be used to eliminate radial transport and to extract the cross-plane thermal conductivity and the thermal interface conductance between the metal transducer layer and the substrate. Then, a second measurement can be made with a smaller spot size and a lower modulation frequency. In this regime, radial effects become import and the measurement may be sufficiently sensitive to in-plane transport to extract the in-plane thermal conductivity.

We demonstrate the technique with HOPG. It is highly anisotropic and its thermal properties are well known, so it is a convenient benchmark. HOPG has a lamellar structure, composed of stacked planes. The bonding forces within the lateral planes are much stronger than those between the planes, explaining its highly anisotropic elasticity and lattice thermal conductivity.\(^7\) It is also characterized by large single-crystal regions which can be expected to exhibit maximum mechanical and thermal anisotropies. Literature values for the cross-plane thermal conductivity are on the order of 5–8 W/m K, while the in-plane thermal conductivity is around 2000 W/m K, or 300 times higher than the cross-plane value.\(^8\) Figure 7 shows an image of a HOPG sample from our charge coupled device camera. The large grains are clearly visible. The sample has been coated with 72 nm of Al, which serves as the thermal transducer. The pump and probe spots were focused within the white circle in the image.

The details of our experimental setup have been given elsewhere.\(^5\) Unlike other TTR systems described in literature, our pump beam is frequency doubled to 400 nm. This also allows us to use a coaxial geometry where the pump and probe beams go through the center of the same objective lens onto the sample, simplifying alignment, and producing undistorted Gaussian spots. Dielectric mirrors and color filters isolate the pump beam from the detector, allowing us to measure relatively rough samples since the filters are not affected by scattering of the pump beam into different polarizations and angles. A pair of lenses focuses the pump beam onto the doubling crystal and recollimates it; by adjusting the distance between the lenses, we change the divergence of the beam and therefore can easily change the size of the focused pump spot on the sample from radii between 4 and 50 µm.

In Fig. 8, the sensitivity of HOPG to the in-plane thermal conductivity, \(\sigma_r\), is plotted as a function of pump spot size. All calculations use the best-fit values for thermal properties, as listed in Table I. The delay time is fixed at \(\tau=1000\) ps and the probe \(1/e^2\) radius is fixed at 5 µm, while the pump radius is varied.

In Fig. 8, the sensitivity of HOPG to the in-plane thermal conductivity is shown. The delay time is fixed at \(\tau=1000\) ps and the probe \(1/e^2\) radius is held constant at 5 µm while the pump radius is varied. At 12 MHz modulation and when the pump radius is 50 µm, there is virtually no sensitivity to \(\sigma_r\). At lower frequencies and smaller pump spot sizes, however, the measurement becomes sensitive to radial conductivity.

Figure 9 shows both the phase and amplitude data, along with best-fit curves, at a modulation frequency of 11.6 MHz, a probe radius of 5 µm, and a pump radius of 50 µm. Under these conditions, the measurement is insensitive to the in-plane conductivity and we find the cross-plane thermal

<table>
<thead>
<tr>
<th>Property</th>
<th>(a_0/2\pi) (MHz)</th>
<th>Radius (µm)</th>
<th>Measured (W/m K)</th>
<th>Literature (W/m K)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\sigma_r)</td>
<td>11.65</td>
<td>50</td>
<td>6.1</td>
<td>5.7</td>
</tr>
<tr>
<td>(\sigma_r)</td>
<td>3.65</td>
<td>27</td>
<td>1983</td>
<td>1950</td>
</tr>
<tr>
<td>(\sigma_r)</td>
<td>1.11</td>
<td>27</td>
<td>2080</td>
<td>1950</td>
</tr>
</tbody>
</table>
The thermal conductivity of HOPG depends somewhat on the sample quality and preparation, but typical room-temperature values for the in-plane thermal conductivity are on the order of 2000 W/m K. The best-fit value obtained for the in-plane thermal conductivity at 3.6 MHz is 1983 W/m K, within 2% of the room-temperature literature value. At 1.11 MHz the value is 2080 W/m K, around 5% higher than the 3.6 MHz measurement. This discrepancy most likely comes from small nonidealities in spot geometry, such as slightly elliptical beam spots, which would become more of a factor at lower frequencies. There is also more noise in the 1.11 MHz signal due to increased 1/f noise in the laser power. The results for HOPG are summarized in Table I.

VI. SUMMARY

Accumulation effects from a high repetition-rate pulse source such as a Ti:sapphire oscillator are an important factor in thermal measurements because for the majority of materials, the response due to one pulse does not fully decay before the next pulse arrives. While this complicates the interpretation of the measured signal, it also makes the technique more powerful by essentially probing two length scales simultaneously. With a clear understanding of this behavior, one can minimize the impact of spot geometry on a thermal measurement, or appropriately manipulate the modulation frequency and spot size to rapidly extract both cross-plane and in-plane thermal properties of a sample with two measurements.
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