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SUMMARY
The hippocampus andmedial entorhinal cortex (MEC) form a cognitivemap that facilitates spatial navigation.
As part of this map, MEC grid cells fire in a repeating hexagonal pattern across an environment. This grid
pattern relies on inputs from the medial septum (MS). The MS, and specifically GABAergic neurons, are
essential for theta rhythm oscillations in the entorhinal-hippocampal network; however, the role of this
population in grid cell function is unclear. To investigate this, we use optogenetics to inhibit MS-GABAergic
neurons and observe that MS-GABAergic inhibition disrupts grid cell spatial periodicity. Grid cell spatial peri-
odicity is disrupted during both optogenetic inhibition periods and short inter-stimulus intervals. In contrast,
longer inter-stimulus intervals allow for the recovery of grid cell spatial firing. In addition, grid cell phase pre-
cession is also disrupted. These findings highlight the critical role of MS-GABAergic neurons in maintaining
grid cell spatial and temporal coding in the MEC.
INTRODUCTION

The medial entorhinal cortex (MEC) contains a diversity of

spatially modulated neurons that include grid cells that fire at

regular spatial intervals to form a hexagonal pattern of spatial

fields across an environment.1–3 Current theories predict that

these repetitive patterns support navigation andmemory encod-

ing by providing self-motion-based information represented in a

metric of space.1,4–6 The networks that support grid cell spatial

periodicity include the anterior thalamic nuclei,7 the hippocam-

pus,8 and the medial septum (MS).9,10 The MS is critical for theta

rhythm generation in the hippocampus and the MEC. Lesions or

inactivation of the MS disrupt theta oscillations in the hippocam-

pal and entorhinal networks11–13 and cause significant spatial

memory deficits.14,15 Importantly, the MS consists of three

distinct cell types: GABAergic, glutamatergic, and cholinergic

neurons.16 It remains unclear which cell type supports grid cell

spatial firing. Previous data suggest that MS-GABAergic

neurons are the central pacemakers of theta rhythm activity

(6–12 Hz) in the MEC and hippocampus, as demonstrated by

their burst firing pattern at theta frequencies in vivo,17 their tem-

poral lead ahead of hippocampal theta activity,18 and their pri-

mary contact with hippocampal and entorhinal interneurons19,20

that pace theta oscillations.21 Optogenetic activation of the

MS-GABAergic subpopulation of parvalbumin (PV) neurons en-

trains hippocampal and MEC oscillations22–24 while silencing
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septal GABAergic neurons results in a large decrease in the po-

wer of endogenous theta oscillations during open field explora-

tion and rapid eye movement sleep.25,26 It is well established

that MEC grid cell periodicity relies on inputs from the MS,9,10

but recent studies call into question the necessity of theta oscil-

lations for grid cell periodicity.24,27 Optogenetic activation of

GABAergic subpopulation PV neurons in the MS paces ongoing

oscillation well above the theta range but does not disrupt

the grid cell spatial pattern.24,27 To more directly test whether

MS-GABAergic-driven theta oscillations support grid cell

firing, we used optogenetic inhibition to selectively silence

MS-GABAergic neurons to reduce endogenous theta oscilla-

tions to examine their contribution to both spatial and temporal

coding of grid cells in the MEC.

RESULTS

Selective inhibition of MS-GABAergic neurons in theMS
decreases the power of theta oscillations and grid cell
periodicity
To target MS-GABAergic neurons in the MS, the

Archaerhodopsin-3 variant ArchT28 was selectively expressed

in the MS (Figure 1A). Selectivity was driven by a Cre-dependent

adeno-associated virus injected into the MS of VGATcre mice

(STAR Methods). An optic fiber was positioned above the MS

for light delivery, while both single-unit and local field potential
gust 27, 2024 ª 2024 The Authors. Published by Elsevier Inc. 1
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Figure 1. Optogenetic targeting of MS-GABAergic neurons with archaerhodopsin reduces endogenous theta oscillations and disrupts GC

spatial firing

(A) Illustration of the stimulation and recording setup with an optic fiber placed above the MS at a 5�–6� angle and a 4-tetrode microdrive placed above the MEC.

The illustration was modified from https://scalablebrainatlas.incf.org/.

(B) Left: example image of virus expression of adeno-associated virus-ArchT-GFP, shown in green, in a coronal section of theMS. Right: example electrode track

in the sagittal section of the MEC (scale bars, 500 mm).

(C) ArchT example of (i) raw (top) and filtered LFP (bottom) during laser-off and laser-on periods, (ii) example power spectrum for a full recording session with

repeated 30-s ihb (green) and 30-s ISI periods (gray), and (iii) average spectrogram corresponding to (ii) within the theta range for 30-s ISI and 30-s laser-on

inhibition (ihb) periods.

(D) GFP control example of (i) raw (top) and filtered LFP (bottom) during laser off and laser on; (ii) example power spectrum for a full, �40-min recording session

with repeated 30-s ihb (blue) and 30-s ISI periods (gray); and (iii) averaged spectrogramcorresponding to (ii) within the theta range for 30-s ISI and 30-s laser on ihb

periods.

(E) Example rate maps for cells recorded in a 75 3 75 cm square open field environment during baseline (left) and combined 30-s silencing followed by a 30-s

inter-stimulus interval (ISI) (right), with peak firing rate shown in black and gridness score in red above each rate map for ArchT group.

(F) Proportion of 30-s ihb of delta, theta, and low- and high-gamma power compared to 30-s ISI periods for ArchT (green) andGFP (blue) (ArchT, n = 15; GFP, n = 9

recording sessions; one-sample Wilcoxon test, p < 0.0001).

(G) Example rate maps for cells recording across baseline (left) and combined 30-s silencing followed by 30-s ISI (right) for GFP controls, with peak firing rate

shown in black and gridness score in red above each rate map.

(H) Gridness score for baseline and stimulation conditions for both the ArchT and GFP groups (ArchT, n = 25 cells; GFP, n = 9 cells; Wilcoxon matched-pairs

signed-rank test, p < 0.01).

(I) Spatial information score for baseline and stimulation conditions for both the ArchT and GFP groups (ArchT, n = 25 cells; GFP, n = 9 cells; Wilcoxon matched-

pairs signed-rank test; p < 0.001).

ns, non-significant; *p < 0.05, **p < 0.01, ***p < 0.001, ****p < 0.0001. Unless indicated otherwise, all results are presented as mean ± SEM.
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(LFP) recordings were recorded in the MEC (Figure 1B). Consis-

tent with prior work,25,26 MS-GABAergic neuron inhibition re-

sulted in a clear decrease in the power of endogenousMEC theta

oscillations (Figure 1C; n = 8 experimental animals). In contrast,

green fluorescent protein (GFP) control animals show a slight but

non-significant increase in theta power during laser-on periods

(Figure 1D; n = 3 GFP control animals). Only theta power was

found to be significantly affected by MS-GABAergic inhibition

(theta mean, 0.6915 ± 0.0287, one-sample Wilcoxon test,

p < 0.0001) (Figure 1F). The optogenetic inhibition protocol con-

sisted of 30-s laser-on inhibition periods (labeled inhibition [ihb]

in the figures) alternating with 30-s inter-stimulus intervals (ISIs)

repeated throughout the full recording session (STAR Methods).

To quantify the extent to which grid cells were affected by

MS-GABAergic ihb, the gridness score (a measure of hexagonal

spatial periodicity in the ratemap; STARMethods) was assessed
2 Cell Reports 43, 114590, August 27, 2024
during the baseline recording session, ihb periods, and ISI pe-

riods. The gridness score was decreased significantly during

the stimulation recordings compared to baseline (mean ± SEM,

Wilcoxon matched-pairs signed-rank test; baseline mean

0.74 ± 0.077, stimulation (stim) mean 0.43 ± 0.14, p < 0.01, n =

25 grid cells [GCs] recorded across 8 animals) (Figures 1E, 1H,

and S1), while no significant difference was found in GFP con-

trols (mean ± SEM, Wilcoxon matched-pairs signed rank-test;

baseline mean 1.01 ± 0.10, stim mean 0.97 ± 0.083, p = 0.94,

n = 9 GCs) (Figures 1G and S2). Although the mean gridness

score was significantly decreased, GCs expressed a heteroge-

neity in their response; some cells maintained their periodic

firing, while others were disrupted (see point distribution in Fig-

ure 1H). It is possible that cells that maintain their spatial firing

would require extended periods of MS-GABAergic ihb to elicit

a disruption in spatial periodicity. Alternatively, this subset of

https://scalablebrainatlas.incf.org/
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GCs may be less reliant on theta oscillations, consistent with re-

ports where GCs maintained their periodicity firing without

endogenous theta.24,29 Considering that muscimol-mediated

septal inactivation results in both the loss of theta oscillations

and periodic firing in all GCs,9,10 we predict that certain GCs

may require a more prolonged disruption of theta ihb than per-

formed in this study. In addition, we observed similar results

but with less variability when measuring spatial information con-

tent (means ± SEM, Wilcoxon matched-pairs signed-rank test;

ArchT baseline mean 2.151 ± 0.1773, stim mean 1.433 ±

0.1162, p < 0.001, n = 25 GCs; GFP baseline mean 1.349 ±

0.1598, stim mean 1.527 ± 0.3261, p = 0.9102, n = 9 GCs) (Fig-

ure 1I). Consistent with previous findings,9 head direction and

other non-grid spatially modulated neurons were unaffected by

the stimulations (Figures S3 and S4); however, we did observe

a multifield non-GC where the spatial field was disrupted due

to MS-GABAergic ihb (Figure S3, example 1). These results

demonstrate that MS-GABAergic neurons facilitate GC spatial

periodicity and provide supporting evidence for the essential

role of theta oscillations in maintaining the spatial firing pattern

of GCs.

GC spatial firing does not recover immediately with the
return of theta oscillations
To further examine the relationship between GC periodicity and

theta oscillations, we split and concatenated recording sessions

separately into ihb and ISI periods (Figure 2A). Compared to the

baseline recording, GC periodicity was significantly disrupted

during both the ihb and ISI periods (mean ± SEM, baseline

mean 0.74 ± 0.076, 30-s ihb mean 0.30 ± 0.10, 30-s ISI mean

0.31 ± 0.12, Friedman test, p < 0.0001with Dunn’smultiple-com-

parisons test, baseline vs. 30-s ihb p < 0.001, baseline vs. 30-s

ISI p < 0.001, 30-s ihb vs. 30-s ISI p > 0.9999) (Figure 2B). The

absence of spatial periodicity in the 30-s ISI period when endog-

enous theta rhythms returned (as shown in Figure 1Ciii) provides

insights into the time that theGC network requires to recover and

return to a normal grid-firing pattern following MS-GABAergic

ihb. These data demonstrate that short bouts of theta oscilla-

tions are not sufficient to support GC spatial firing and that

network-wide dynamics may require more time to recover

following MS-GABAergic ihb.

We further examined the general firing properties of GCs and

found that mean firing was significantly higher during the 30-s ISI

period compared to 30-s ihb (mean ± SEM, mean firing [Hz]

baseline mean 1.13 ± 0.19, 30-s ihb mean 1.14 ± 0.13, 30-s ISI

mean 1.31 ± 0.16, Friedman test p < 0.05 with Dunn’s multiple-

comparisons test, baseline vs. 30-s ihb, p > 0.999; baseline vs.

30-s ISI, p = 0.0589, 30-s ihb vs. 30-s ISI, p < 0.05) (Figure 2C).

This could be due to rebound activity following the ihb period.

Controls expressing GFP alone showed no significant changes

in gridness score or firing rates compared to baseline (Figure S2).

Modulation of MS-GABAergic activity disrupts GC
temporal coding
As MS-GABAergic neurons contribute to ongoing theta oscilla-

tions in the MEC, periodic disruptions to rhythmic theta inputs

to entorhinal interneurons may alter GC temporal coding in the

form of impaired theta phase precession. Oscillatory interfer-
ence and continuous attractor network models suggest that

theta phase precession could allow GCs to integrate spatial

displacement based on self-motion while planning future paths

as part of a path integration system.30–32 Previous literature

has shown that driving endogenous theta above the theta range

results in a disruption in GC theta phase precession.24 To

examine whether theta phase precession is affected in GCs dur-

ing periodic optogenetic ihb, we computed the strength of corre-

lation between the distance traveled across a grid field and the

theta phase of spiking (Figures 2D and 2E). We observed that,

of seven GCs that exhibited phase precession during baseline

recordings, six no longer showed phase precession when theta

power was periodically disrupted during the 30-s ihb with 30-s

ISI recording sessions (Figure 2D). We further examined whether

phase precession returned during the 30-s ISI periods and

observed the same finding, that 6 of 7 GCs exhibited no phase

precession even with the return of theta oscillations (Figure 2D).

Interestingly, while the correlation between the spiking phase

and distance traveled across a firing field phase precession

was disrupted significantly, phase precession slopes remained

negative in all except one neuron (Figure 2F). It has been shown

previously that GC periodicity and phase precession are disso-

ciable, our data support these findings, with cells that cease to

phase precess showing variability in their grid scores with ihb

(Figure 2G). Our results suggest that intermittent silencing of

MS-GABAergic cells can disrupt the integration of self-motion-

based cues via theta phase precession.

Given that grid spatial firing was disrupted during the 30-s ihb

period as well as the 30-s ISI period, we examined whether ex-

tending the duration of the ISI period would allow for recovery

of GC spatial firing. For this, we used a 30-s ihb period followed

by a 60-s ISI period repeated throughout the entire recording

session. The 30-s ihb period results in a large decrease in theta

power, with a return of power following the ihb period (Figures 3A

and 3B). In these experiments, we tracked neurons across three

recordings: baseline, 30-s ihbwith 30-s ISI protocol, and 30-s ihb

with 60-s ISI periods. Tracking the same cells with different inter-

stimulus lengths revealed that the longer ISI period of 60 s be-

tween ihb periods allowed for the recovery of theGC spatial firing

pattern (Figures 3A and 3B; n = 8 GCs, mean ± SEM, baseline

mean 0.52 ± 0.12, 30-s ihb + 30-s ISI 0.0036 ± 0.14, 30-s ihb +

60-s ISI = 0.4352 ± 0.223, Friedman test p < 0.05 with Dunn’s

multiple-comparisons, test baseline vs. 30-s ihb + 30-s ISI

p < 0.05, baseline vs. 30-s ihb + 60-s ISI, p = 0.6346). Next, we

examined the time course of GC disruption and recovery by

calculating gridness scores in 30-s intervals via a rolling window

analysis (Figures 3D and 3E; STAR Methods). When normalized

against baseline gridness scores, GC periodicity was disrupted

as early as 9–39 s following laser onset (n = 9 GCs, mean ±

SEM; normalized gridness score 0.4376 ± 0.2086, one sample

Wilcoxon test; p < 0.05), reached its lowest points between 39

and 69 s (�0.009709 ± 0.3310, p < 0.05) and 51–81 s following

laser onset (0.3373 ± 0.1930, p < 0.01) and recovered at

60–90 s following laser onset (0.6219 ± 0.1775, p = 0.0977).

Theta power shows disruption during laser-on with more rapid

recovery in laser-off periods (Figure 3C). These data reveal that

disruption of MS-GABAergic input and the reduction of ongoing

MEC theta oscillations results in the rapid degradation of GC
Cell Reports 43, 114590, August 27, 2024 3



Figure 2. Optogenetic MS GABAergic ihb disrupts GC spatial periodicity and phase precession during both 30-s ihb and 30-s ISI

(A) Example rate maps of GCs in (i) baseline and separated into (ii) 30-s ihb and (iii) 30-s ISI conditions, with peak firing rate shown in black and gridness score in

red above each rate map.

(B) Gridness score across baseline, 30-s ihb periods, and 30-s ISI periods (n = 25 cells, Friedman test with Dunn’s multiple-comparisons test, p < 0.001).

(C) Mean firing rate (Hz) across baseline, 30-s ihb periods, and 30-s ISI periods (n = 25 cells, Friedman test with Dunn’s multiple-comparisons test, p < 0.05).

(D) Number of cells phase precessing during baseline and 30-s laser-on and 30-s laser-off stimulations.We observed one neuron that continued to phase precess

during the stimulation (p < 0.01).

(E) Analysis of 2D precession data, including a ratemap (left), trajectory plot (center), and phase of spiking. Pass index values of�1 and +1 represent the entry and

exit of a firing field. The regression line on the right indicates that the spike phase predicts the position of the animal within the field. The p value of phase

precession is shown on the right. The example unit ceased phase precessing during stimulation, as shown by the loss of significant phase precession that initially

appears in the top plot (p < 0.01).

(F) Phase precession slopes for baseline, 30-s ihb + 30-s ISI and 30-s ISI-only periods (n = 7 cells; median ± IQR, baseline �0.2023 ± 0.1767, 30-s ihb + 30-s ISI

�0.1359 ± 0.490, 30-s ISI �0.5058 ± 0.5620).

(G) Change in grid score from baseline with 30-s ihb + 30-s ISI and 30-s ISI periods, with color indicating phase-precessing cells.

*p < 0.05, ***p < 0.001. Unless indicated otherwise, all results are presented as mean ± SEM.
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periodicity over a time course similar to that observed in the

absence of visual input4 and that the GC network requires up

to 30–60 s to regain stable spatial firing.

DISCUSSION

Our research supports the theory that the spatial firing patterns

of entorhinal GCs are dependent on theta oscillations and un-

derscores the critical role of the MS-GABAergic neurons for

GC spatial and temporal coding. The data show loss of GC
4 Cell Reports 43, 114590, August 27, 2024
spatial periodicity during inactivation of MS-GABAergic neurons.

Furthermore, these data demonstrate that GC spatial firing does

not recover with the same time course as theta oscillations.

When optogenetic ihb of MS-GABAergic cells was terminated,

theta oscillations returned immediately, however GC spatial

firing was not restored within a 30-s ISI period. Additional exper-

iments show that a longer recovery interval of 60 s facilitates the

restoration of GC spatial firing. Our findings provide support to

theoretical models of GCs where a disruption in representation

would take time to recover to a stable attractor space.



Figure 3. Increasing ISIs resulted in GC spatial periodicity recovery

(A) Example rate maps for cells recorded across (i) baseline, (ii) combined 30-s silencing followed by 30-s ISI, and (iii) 30-s silencing periods followed by 60-s ISI

stimulation. Peak firing rate is shown in black and gridness score in red above each rate map.

(B) Grid score for baseline, combined 30-s silencing and 30-s ISI, and combined 30-s silencing and 60-s ISI (n = 8 cells, Friedman test with Dunn’s multiple-

comparisons test, p < 0.05).

(C) Example power spectrogram of LFP power averaged across the entire recording session. Note that the two 60-s ISI examples are the same data represented

twice.

(D) Example rate map and trajectory (with spiking locations in black) of baseline and separated rate maps for the 30-s silencing period and 60-s ISI periods. Peak

firing rate is shown in black and gridness score in red above each rate map.

(E) Example theta power evolution calculated using a 30-s rolling window following stimulation onset normalized to max theta power (n = 23 stimulations from 1

recording session).

(F) Gridness evolution calculated by a 30-s rolling window beginning 1 s following stimulation onset, normalized to shuffled baseline (n = 9 cells, one-sample

Wilcoxon test; p < 0.05, p < 0.01).

*p < 0.05, / p < 0.05, // p < 0.01. Unless indicated otherwise, all results are presented as mean ± SEM.
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Our findings contrast with recent reports that observed no

alteration in GC spatial periodicity when MS-GABAergic neu-

rons were stimulated to drive MEC oscillations beyond the

endogenous theta frequency range.24,27 Our results are more

similar to MS pharmacological inactivation experiments that

result in disruptions to GC spatial periodicity.9,10 This discrep-

ancy suggests that GCs require a consistent rhythmic network

activity to maintain spatial periodicity but may not require a

specific frequency.

We demonstrate that MS-GABAergic ihb also reduced tempo-

ral coding by GCs, evidenced by attenuation of phase preces-

sion. In the hippocampus, septal inactivation or MS-GABAergic

driving results in a variable response, with some but not all place

cells ceasing to precess.23,33 In comparison, stimulation of MS

PV+ GABAergic neurons above the theta range disrupted phase

precession in all GCs in theMEC,24 while activation ofMS calbin-

din-positive axons in the MEC enhanced phase precession.34 In

our experiments, theta disruption attenuated phase precession

across the entire recording, including when optogenetic inacti-

vation was released and theta oscillations returned. This indi-

cates that theta oscillations themselves are not sufficient for

phase precession to occur and that ample recovery time is

critical for both GCs’ spatial and temporal coding. Although pre-

vious research has shown that the spatial and temporal firing

patterns of GCs are dissociable,24 our data demonstrate that

the spatial and temporal dynamics of GC activity are intercon-
nected and dependent on both MS-GABAergic neuron activity

and the presence of theta oscillations.

In the MS, GABAergic cell types express H current that contrib-

utes to the generation of rhythmic activity in slice preparations35,36

and in behaving animals.17,37,38 This rhythmicity likely plays a role

in the periodic ihb of local interneurons in superficial layers of the

MEC,20,34 thereby disinhibiting the circuit in a manner similar to

the pacing of theta rhythm in the hippocampus.19,39 Many recent

studies suggest that PV+ MS neurons are responsible for pacing

theta oscillations in the MEC.24,27,40–42 The MS-GABAergic popu-

lation is heterogeneous in terms of subpopulation, neurochemical

marker expression, and targeting area.43 Within the PV+ popula-

tionofMS-GABAergicneurons,PV+neurons thatproject to thesu-

perficial layers of theMECpreferably fire at the peakof theta,while

hippocampus-targeting PV+ MS GABAergic neurons fire at the

trough.44 While the effects shown here on both theta oscillations

and GC coding may be due to direct projections to layers II–III of

the MEC, it is also possible that the disruption of GC spatial and

temporal coding is due to an interruption of hippocampal inputs.

MS-GABAergic neurons project both to the MEC and hippocam-

pal interneurons,19,20 and althoughwedid not record in the hippo-

campus, we posit that theta oscillationswere also disrupted in the

hippocampus as well. It has been shown previously that pharma-

cological inactivation of the hippocampus results in a reduction of

the grid spatial firing in the MEC.8 Given that we targeted all

GABAergic neurons in the MS, we cannot distinguish between
Cell Reports 43, 114590, August 27, 2024 5
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the effect on direct projections to the MEC and indirect effects

causing the disruption in spatial periodicity.

One major advantage of using optogenetic modulation rather

than pharmacological or chemogenetic modulation is the rapid

decrease and recovery of theta oscillations following ihb. Our

data show that, while optogenetic ihb results in an instantaneous

disruption of theta oscillations, it does not immediately degrade

GC periodicity, but, rather, the gridness score takes up to �10–

40 s to devolve. These data are similar to the time course of

disruption of GC firing observed when there was an abrupt

absence of visual input (darkness) in which disruptions of GC

spatial firing were observed in the first 30 s.4 Though the under-

lying mechanisms of GC disruption are distinct, both show that,

with a lack of specific inputs, whether it be visual or oscillatory,

the GC network devolves relatively quickly. In contrast to visual

landmarks, the GC firing pattern takes much longer to recover

from theta disruptions. While GC stability returns in the first

10 s after transitioning from darkness to the light condition,4

our study revealed that, following 30 s of theta disruption, the

GC network required 60–90 s to return to spatial firing. This

phenomenon provides insight into GC network dynamics and

highlights the important role of MS-GABAergic inputs and theta

oscillations.

The MS contributes to spatial memory, as demonstrated by

lesion and inactivation experiments.12,14,45 Similarly, selective

inactivation of MS-GABAergic neurons results in impaired

spatial memory.34,46,47 Our study suggests that the activity

of MS-GABAergic neurons is essential to the spatial firing of

the GC network, thus contributing to the formation of an inter-

nal spatial map of the external world necessary for spatial

memory. Together, these data point to MS-GABAergic neu-

rons and GC disruption as a potential mechanism underlying

the spatial navigation and memory deficits related to MS

dysfunction.

Limitations of the study
In our study, we examine how silencing MS-GABAergic neurons

affects GC coding. Since our study is focused on just oneMS cell

type, the role of MS glutamatergic or cholinergic neurons in GC

spatial or temporal coding remains unclear. Previous studies

have shown that chemogenetic activation of MS-cholinergic

neurons has no effect on grid coding48 and that MS-glutamater-

gic neurons project to the MEC.49 However, it has yet to be re-

ported whether silencing either population affects GC coding.

Future work will need to target each of the remaining MS popu-

lations to examinewhether any of these neurons play a role in GC

spatial or temporal coding in the MEC.

In the current study, both male and female mice were im-

planted and recorded, but due to the weight of the implant and

tether, female mice had very poor trajectories, and therefore

only data from male mice could be included in the present data-

set. While prior studies have not revealed sex differences in the

physiological phenomena addressed in this study, the exclusion

of female mice represents a limitation to the interpretation of the

results.

As discussed above, the MS-GABAergic population has

heterogeneous subpopulations with distinct neurochemical

markers and targeted areas within the hippocampal-entorhinal
6 Cell Reports 43, 114590, August 27, 2024
network. The current study examines the entire MS-GABAergic

population; however, the diverse projection patterns of this pop-

ulation limit the interpretation of the results. Future work could

aim to unpack each MS-GABAergic subpopulation using several

separatemouse lines or examinewhether the effects observed in

the current study are due to direct or indirect projections from the

MS to theMEC using retrograde optogenetic tools. These exper-

iments may provide further insight into the relationship between

the MS, hippocampus, and MEC in GC spatial and temporal

coding.
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d Datasets supporting the current study will be shared by the lead contact upon request.

d Original code has been deposited at Zenodo (https://doi.org/10.5281/zenodo.12738559).

d Any additional information required to reanalyze the data reported in this paper is available from the lead contact upon request.

EXPERIMENTAL MODEL AND STUDY PARTICIPANT DETAILS

Mice
All procedures were performed according to protocols and guidelines approved by the Institutional Animal Care and Use Committee

at Boston University and the McGill University Animal Care Committee and the Canadian Council on Animal Care. VGATCre knock-in

homozygotemice (The Jackson Laboratory, stock # 016962) were housed in a 12:12 h light/dark cycle with food andwater ad libitum.
Cell Reports 43, 114590, August 27, 2024 9

mailto:jenniferclaire.robinson@gmail.com
https://doi.org/10.5281/zenodo.12738559
https://www.med.unc.edu/genetherapy/vectorcore/in-stock-aav-vectors/boyden/
https://www.med.unc.edu/genetherapy/vectorcore/in-stock-aav-vectors/boyden/
https://www.med.unc.edu/genetherapy/vectorcore/in-stock-aav-vectors/boyden/
https://neurophotonics.ca/list-available-molecular-tools/
https://neurophotonics.ca/list-available-molecular-tools/
https://neurophotonics.ca/list-available-molecular-tools/
https://neurophotonics.ca/list-available-molecular-tools/
https://www.mathworks.com/products/matlab.html
https://www.mathworks.com/products/matlab.html
https://plexon.com/products/offline-sorter/
http://chronux.org/
https://doi.org/10.5281/zenodo.12738560
https://www.graphpad.com/features
https://imagej.nih.gov/ij/


Report
ll

OPEN ACCESS
The housing room conditions of the mice were maintained at 20–22�C and 21–30% humidity. Specificity of this mouse line for Cre

recombinase has previously been confirmed in this mouse line (Boyce et al., 2016).

METHOD DETAILS

Surgeries
For all surgeries, mice were anesthetized via oxygen and 5% isoflurane in an inhalation box and then transferred to the stereotaxic

frame (David Kopf Instruments), where anesthesia was maintained via inhalation of oxygen and 1–2.5% isoflurane for the duration of

the surgery. The animals’ body temperature was maintained via heating pad and eyes were protected with hydrogel (Optixcare). The

anesthetic Carprofen was administered subcutaneously during each surgery.

To drive the expression of the opsins, 10–14 week old VGAT-Cre mice were stereotaxically injected in the MS with a Cre-

dependent adeno-associated viral vectors. Silencing experiments were performed with ArchT-GFP (AAVdj-EF1a-Flex-ArchT-

GFP from University of North Carolina Virus Core) and virus control experiments were performed with GFP (AAV2-syn-

GFP from). Viruses were delivered directly into the medial septum at AP 0.86 mm from bregma, ML 0.0 mm, DV 4.5–4.7mm.

All injections were administered via glass pipettes connected to a Nanoject II (Drummond Scientific) injector at a flow rate of

23 nL/s.

Following a 2–4 week incubation period, mice underwent a second surgery to implant an optic fiber and microdrive. For each

mouse, two stainless anchor screws (B000FN0J58, Antrin Online) were placed in front of the inferior cerebral vein, and were secured

to the skull with dental cement (Patterson Dental, Inc). A ground wire was positioned above the contralateral cerebellum. For opto-

genetic modulation of the medial septum an optic fiber (CF230, Thorlabs) connected to a ferrule (Precision Fiber Products or Thor-

labs) was implanted at a 5� angle to target just above the medial septum (AP 0.86, ML 0.2, DV 3.83 mm) and secured to the skull with

dental cement. Electrophysiological experiments were performed with custom made microdrives. The microdrive used consisted of

four independently movable tetrodes (Axona, Inc) and was implanted above of the MEC at the following stereotaxic coordinates:

3.4 mm lateral to the midline, 0.25–0.40 mm anterior to the transverse sinus at an 8–10�angle. Tetrodes were gold-plated using

the NanoZ (Neuralynx) to lower impedances to 200–250 kU at 1 kHz and dipped in mineral oil prior to surgery. The microdrive

was secured in place with metabond and dental cement (Patterson Dental). Once the cement was dry, tetrodes were lowered

400um below the surface of the brain. Mouse body temperature was maintained using a heating pad throughout the surgery until

fully recovered. Both male and female mice were implanted however due to the weight of the implant and tether, female mice pro-

duced very poor trajectories and only data from male mice are included in the present dataset.

Data acquisition
Following surgery, animals had 1 week of recovery. Once recovered, mice were placed onwater restriction andmaintained at 85%of

their ad libidumweight for the duration of experiments. Animals were connected to custom-built headstage preamplifier tethers (Neu-

ralynx) and an optic fiber patch cord (Thorlabs). Light delivery was achieved through an optic fiber patch cord and sleeve coupled to a

530 nm laser (Doric), and light intensity was set for 20mW. Neural recordings were amplified and band-pass filtered between 0.6 kHz

and 6 kHz using a Digital Lynx SX recording system (Neuralynx) and stored with Cheetah Software (Neuralynx). Animals were re-

corded in an open field (753 75 cm square box). Tetrodes were advanced at 25 mm increments to sample neurons. Spike waveform

thresholds were adjusted before commencing each recording and ranged between 25 and 140 mV depending on unit activity. Wave-

forms that crossed threshold were digitized at 32 kHz and recorded across all four channels of the given tetrode. Local field potentials

were recorded across all tetrodes.

Optogenetic experiments
During recording, the environment was dimly lit and white-noise was played to mask uncontrolled ambient sounds. Following each

recording the environment was cleaned with disinfectant (Prevail). Once grid cells had been identified during a baseline recording,

light delivery was achieved through an optic fiber patch cord and sleeve coupled to a green laser (520nm wavelength, maximum po-

wer output: 60mW, Doric Lenses) and light intensity at the tip of the optic fiber was estimated for between 15 and 20mW. Stimulation

protocols consisted of 30s laser-on periods followed by 30s laser-off periods throughout the entire experimental recording. Each

recording session was�40 min with 60.5 ± 5.49 stimulations per session but sessions varied depending on how long it took animals

to completely explore the environment.

Histology
Immunocytochemistry was used to assess the virus distribution across the septum and localize tetrode recording sites in the MEC.

Experimental animals were euthanized following experiments. Mice were anesthetized and intracardially perfused with 4% parafor-

maldehyde in PBS. Brains post-fixed by immersion in the same fixative for 2 weeks with the tetrodes in place following perfusion and

then dissected from the skull. Free-floating coronal sections of the entire medial septum and sagittal sections of the entire entorhinal

cortex were cut using a vibratome (40 mm) or on the cryostat (25 mm). Free-floating sections across the septumwere incubated in GFP

rabbit antiserum (1:1000, Invitrogen), and were detected with anti-rabbit coupled to Alexa Fluor 488 (1:1000, Invitrogen). Sections of

the entorhinal cortex were stained for cresyl violet to located tetrode tips. The slices were mounted with Fluoromount-G (Southern
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Biotechnology) and analyzed with an AxioObserver.Z1 microscope (Carl Zeiss). ImageJ was used to crop and decrease background

for anatomical images included in the publication.

Data processing
Cluster cutting

Single-units were isolated ‘offline’ manually using graphical cluster cutting software (Offline Sorter, Plexon Inc.) individually for each

recording session. Neurons were separated based on the peak amplitude and principal component measures of spike waveforms.

Stability of units was confirmed by tracking waveform profiles across the four leads of the tetrode and cluster position across

recording sessions, comparing to the baseline session.

Position estimation

To estimate the position of the animal, wemeasured the centroid of a group of red and green diodes positioned on the recording head

stage. Head direction was calculated as the angle between the red and green diodes.

QUANTIFICATION AND STATISTICAL ANALYSIS

Data analysis
To analyze LFP power, the power spectrum for local field potentials was obtained using multitaper method included in the Chronux

toolbox (mtspectrumc with NW = 3 and K = 551. Theta power was calculated by taking the area within 1Hz of the maximum power in

the theta range (6-10Hz). Baseline theta power was obtained by taking the average of theta power during laser-off trials, and mean

reduction in theta power for each sessionwas obtained by dividing each laser-on trial with baseline theta power and averaging across

laser-on trials. For each channel, the theta-delta ratio was obtained by taking the ratio betweenmean theta power (6-10Hz) andmean

delta power (2-4Hz) during laser-off segments. The channel with the highest theta-delta ratio was used in the LFP analysis.

Measurement of single unit properties
Spatial ratemaps were constructed for a given unit by taking the number of spikes in 3.6 cm by 3.6 cm spatial bins and dividing by the

amount of time spent in that bin. Rate maps were smoothed using a 5x5 bin 2D-Gaussian kernel with a one-bin standard deviation.

The spatial periodicity of grid cells was quantified with a ‘‘gridness’’ score and computed from the spatial autocorrelation of the

smoothed rate maps as described in Brandon et al., 2011.9 In brief, to calculate the gridness score, ‘‘gridness 300 from Brandon

et al.,9 this score quantifies the hexagonal spatial periodicity of a firing rate map. It takes into account elliptical eccentricity along

with one of twomirror lines that exist in a hexagonal lattice structure. Distortion along one of themirror lineswas corrected after deter-

mining the major and minor axes of the grid based on the six fields closest to the central peak of the rate map autocorrelogram. The

entire autocorrelogram was compressed along the major axis so that the major axis is equal to the minor axis. Large eccentricities

(where the minor axis was less than half of the major axis) were not corrected. From the compressed autocorrelogram, the center

peak was removed, and the six surrounding peaks were identified found and cut out to make a donut. The rotational autocorrelation

of this ring was then calculated as the periodicity in paired pixel correlations across 180 degrees of rotation. The correlation was

calculated for each 3-degree rotation of the donut to itself. The gridness score is the difference between the correlation at the min-

imum peak of 60 or 120� and the maximum trough at 30, 90, or 150�. A negative gridness score indicates no measurable hexagonal

spatial periodicity of the ratemap. In line with Dannenberg et al.52, grid cells were defined as cells with a grid scoreR0.19 and at least

300 spikes in the baseline condition. The spatial information of a cell was calculated using the same ratemap as above, with the equa-

tion for I in bits/spike where pi is the probability of occupancy in pixel i, Fi is the firing rate for pixel I, and F is the mean firing rate.

Gridness evolution was calculated using a 30-s rolling window with 1-s steps beginning at 1 s following later onset. Baseline grid

score values were calculated using 50 shuffled start times and both the recovery and baseline values were averaged over 2 s periods.

Grid cell phase precession was calculated using a ‘pass index’ analysis as described in Climer et al.53 This method quantifies pre-

cession by evaluating the correlation between a cells’ firing and the theta phase as the animal traverses a spatial field. Spatial field

locations were identified using a ’field index’ method, which calculates occupancy-normalized firing rates within each positional data

bin. Field contours and centers were derived using various parameters related to the field index and firing rate. By analyzing the field

index signal throughout a recording session, the mouse’s entry and exit from a spatial field were estimated. The pass index was

determined by normalizing segments of the field index signal, representing the mouse’s passage through a spatial field, to a range

of �1 to +1. Here,�1 indicates the start of a pass, 0 the center, and +1 the end. Spike phases during field crossings were aligned to

this normalized position, and a linear-circular correlation was calculated between the field index and spiking phase. A grid cell

showing a significant correlation (p < 0.05) and a per-pass slope between�1440 and�22 was classified as a phase-precessing cell.

Statistics
All statistical tests are noted where the corresponding results are reported throughout the results and figure legends. All tests were

2-tailed unless otherwise noted. Nonparametric tests were used as neural data violates the assumptions of parametric tests. All sta-

tistical evaluations were performed under MATLAB and Prism. No statistical methods were used to pre-determine sample sizes. Un-

less otherwise stated, nonparametric tests with a p value threshold of 0.05 were used for all statistical comparisons. Non-parametric

Wilcoxon signed rank tests, Wilcoxon rank sum tests, Kolmogorov-Smirnov tests, and Kruskal-Wallis or Friedman tests one-way
Cell Reports 43, 114590, August 27, 2024 11



Report
ll

OPEN ACCESS
ANOVAs were used throughout the paper. Mean and SEM or Median and IQR are provided for all distributions in which comparisons

were made. p-values reported from all post hoc tests were with Dunn’s multiple comparison test unless otherwise indicated. When

p values are indicated in figures with *p < 0.05, **p < 0.01, ***p < 0.001, ****p < 0.0001 or the absolute p value is reported. Figures were

constructed using Adobe Illustrator.
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