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Abstract

Computational modeling assists in analyzing the specific functional role of the cellular effects of acetylcholine within cortical

structures. In particular, acetylcholine may regulate the dynamics of encoding and retrieval of information by regulating the

magnitude of synaptic transmission at excitatory recurrent connections. Many abstract models of associative memory function

ignore the influence of changes in synaptic strength during the storage process and apply the effect of these changes only during a so-

called recall-phase. Efforts to ensure stable activity with more realistic, continuous updating of the synaptic strength during the

storage process have shown that the memory capacity of a realistic cortical network can be greatly enhanced if cholinergic mod-

ulation blocks transmission at synaptic connections of the association fibers during the learning process. We here present experi-

mental data from an olfactory cortex brain slice preparation showing that previously potentiated fibers show significantly greater

suppression (presynaptic inhibition) by the cholinergic agonist carbachol than unpotentiated fibers. We conclude that low sup-

pression of non-potentiated fibers during the learning process ensures the formation of self-organized representations in the neural

network while the higher suppression of previously potentiated fibers minimizes interference between overlapping patterns. We show

in a computational model of olfactory cortex, that, together, these two phenomena reduce the overlap between patterns that are

stored within the same neural network structure. These results further demonstrate the contribution of acetylcholine to mechanisms

of cortical plasticity. The results are consistent with the extensive evidence supporting a role for acetylcholine in encoding of new

memories and enhancement of response to salient sensory stimuli.

� 2003 Published by Elsevier Inc.
1. Introduction

The specific cellular effects of acetylcholine play an
important role in setting the dynamics of cortical

structures. Blockade of these cellular effects with mus-

carinic acetylcholine receptor antagonists such as sco-

polamine and atropine causes strong behavioral

impairments. At high doses, these drugs cause delirium

and hallucinations—a profound breakdown in cognitive

processes (see Kopelman, 1986 for review). At lower
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doses, these antagonists cause impairments in specific

cognitive tasks, including encoding of verbal stimuli for

subsequent retrieval (Atri et al., 2003; Ghonheim &
Mewaldt, 1977), encoding of visual stimuli for sub-

sequent recognition (Aigner & Mishkin, 1986; Sherman,

Atri, Hasselmo, Stern, & Howard, 2003) and response

to stimuli in a continuous performance tasks (Wesnes

and Warburton, 1983). Selective lesions of cholinergic

innervation cause decreases in perceptual discrimina-

bility (Linster, Garcia, Hasselmo, & Baxter, 2001)

and impairments in continuous performance tasks
(McGaughy, Kaiser, & Sarter, 1996; McGaughy &

Sarter, 1998). The research presented here focuses on the

olfactory system. In the olfactory system, scopolamine

has been shown to reduce behavioral odor habituation

(Hunter & Murray, 1989), impair short-term memory
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for odors (Ravel, Elaagouby, & Gervais, 1994), and
cause increased interference between overlapping odors

(DeRosa & Hasselmo, 2000). Scopolamine also prevents

increases in odor discrimination in a conditioning task

(Fletcher & Wilson, 2002), while causing greater cross-

habituation in olfactory cortex activity (Wilson, 2001).

These different effects can be linked to the loss of

cellular effects of acetylcholine common to most cortical

structures, including piriform cortex, hippocampus and
neocortex (see review in Hasselmo & McGaughy, 2003).

Acetylcholine causes similar physiological effects in most

cortical structures, including direct depolarization of

neurons (Barkai & Hasselmo, 1994; Benardo & Prince,

1982; Madison & Nicoll, 1984) and enhancement of

long-term potentiation (Blitzer, Gil, & Landau, 1990;

Brocher, Artola, & Singer, 1992; Patil, Linster, Lube-

nov, & Hasselmo, 1998). Experimental data in a number
of different regions also shows that acetylcholine

strongly suppresses excitatory glutamatergic synaptic

transmission via presynaptic inhibition at intrinsic, re-

current synapses in cortical structures (Dutar & Nicoll,

1988; Gil, Connors, & Amitai, 1997; Hasselmo &

Bower, 1992; Hasselmo, Schnell, & Barkai, 1995;

Hounsgaard, 1978; Hsieh, Cruikshank, & Metherate,

2000; Linster, Wyble, & Hasselmo, 1999; Williams &
Constanti, 1988). In contrast, acetylcholine usually

causes less presynaptic inhibition at afferent fiber syn-

apses (Gil et al., 1997; Hasselmo & Bower, 1992; Has-

selmo et al., 1995; Hsieh et al., 2000; Linster et al., 1999).

The research presented here focuses on the functional

role of this cholinergic presynaptic inhibition of excit-

atory glutamatergic synaptic transmission.

Because neuromodulators such as acetylcholine have
such diffuse effects, the use of computational models

proves very important for understanding the role of

acetylcholine in changing the functional dynamics

of cortical regions. In particular, a growing number of

computational models have addressed the associative

memory function of neural structures such as the ol-

factory cortex or hippocampus. Most of these modeling

efforts have relied on the idea that the broadly distrib-
uted intrinsic fibers in these cortical networks strongly

resemble a class of abstract models called associative

memories (Anderson, 1972; Haberly, 1985; Haberly &

Bower, 1989; Hasselmo, Anderson, & Bower, 1992;

Hasselmo & Bower, 1993; Hasselmo et al., 1995; Ko-

honen, 1984; Marr, 1971; McNaughton & Morris, 1987;

Wilson & Bower, 1992). These intrinsic connections give

models of the olfactory cortex and the hippocampus the
capacity to store distributed patterns (conveyed via af-

ferent input connections) and to subsequently perform

pattern completion on degraded or noisy versions of

these input patterns. Simulations of associative memory

function in these cortical networks have led researchers

to investigate how physiologically realistic neural net-

works could store extensively overlapping patterns, as
would be expected for natural stimuli. It has been shown
that memory capacity can be enhanced through mini-

mization of interference between overlapping patterns

during the learning process; this minimization can be

obtained by selective cholinergic suppression of excit-

atory synaptic transmission at intrinsic, but not afferent,

connections (Hasselmo & Bower, 1992; Hasselmo et al.,

1992, 1995).

Computational modeling has demonstrated that
memory capacity can also be enhanced by recruitment

of additional neurons, which are not directly activated

by afferent input, through a self-organizing process

(Carpenter & Grossberg, 1993; Levy, 1996; Wallenstein

& Hasselmo, 1997; Wu, Baxter, & Levy, 1996). In this

paper, self-organization refers to models in which the

pattern of activity is not directly imposed by external

input. Instead, self-organization models contain popu-
lations of neurons which gradually form new patterns of

response during presentation of a series of sensory

stimuli, until the network reliably shows a distinct pat-

tern of response to each input stimulus (Ambros-Ing-

erson, Granger, & Lynch, 1990; Carpenter & Grossberg,

1993; Grossberg, 1976; Hasselmo, 1995). This gradual

self-organization results from modification of afferent

input synapses which are the primary influence on post-
synaptic activity during encoding. In contrast, associa-

tive memory models focus on storage of associations

between patterns of activity imposed by external input.

Thus, the input arrives along afferent input connections

which have been previously modified and do not change

further, while associations are encoded via strengthening

of excitatory recurrent feedback synapses between neu-

rons activated by the external input (Anderson, 1972;
Haberly, 1985; Haberly & Bower, 1989; Hasselmo &

Bower, 1993; Kohonen, 1984). Because the fibers in as-

sociative memory models are storing associations with-

out changing the pattern of response to a complete

external stimulus, this involves strengthening of syn-

apses which are not the primary influence on post-syn-

aptic activity of neurons (Hasselmo, 1995).

At first sight, these two paradigms seem mutually
exclusive, since the suppression of intrinsic excitatory

connections would impair the formation of self-orga-

nizing representations which depend upon recruitment

of neurons that are not directly activated by afferent

input during the learning process. In this paper we show

that, in a network model of olfactory cortex, self-orga-

nized representations can be formed even in the presence

of cholinergic suppression of excitatory synaptic trans-
mission, if synapses that have been potentiated during

the learning process are more highly suppressed than

unpotentiated synapses. We also show that in a brain

slice preparation of olfactory cortex, previously poten-

tiated fibers are indeed proportionally more suppressed

than unpotentiated fibers. The inclusion of the sup-

pression parameters obtained from the brain slice
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experiment into the model of olfactory cortex allows
self-organization in the model to reduce the overlap

between highly overlapping patterns through the re-

cruitment of additional (context) neurons by each pat-

tern during learning.
2. Materials and methods

2.1. Computational modeling

The computational model presented here allows

analysis of odor storage in piriform cortex through

formation of associations between different components

of an odor in anterior piriform cortex, and self-organi-

zation of additional odor responses in the posterior

piriform cortex. The model draws on extensive previous
anatomic and physiological research on the olfactory

cortex (Haberly, 1985; Haberly & Bower, 1989).The

model consisted of 40 pyramidal cells in both the ante-

rior and the posterior portion of the network, and 40

each of feedback and feedforward interneurons. Afferent

input was given to anterior pyramidal cells and feed-

forward interneurons. Each pyramidal cell made recur-

rent excitatory connections to other pyramidal cells with
a relatively low probability (12% between anterior neu-

rons, 12% between anterior and posterior neurons, and

12% between posterior neurons) and initial synaptic

weights drawn from a uniform random distribution

between 0.225 and 0.275. These connections were made

via synapses using both fast time courses (AMPA) and

slow time courses (NMDA). Each feedforward inter-

neuron connected to 5 anterior pyramidal cells (with a
synaptic strength of 0.2). These connections were in-

hibitory and had fast time courses representing GABA-

A receptors. Pyramidal cells and feedback interneurons

were reciprocally connected with 20% probability via

fast synapses (AMPA resp. GABA-A). Afferent input

from the lateral olfactory tract was simulated as 120ms

bursts of activity to anterior pyramidal cells and feed-

forward interneurons. In the simulations described here,
20% of anterior pyramidal cells and feedforward neu-

rons were activated by a given input pattern. The

equations used to calculate neural and synaptic activities

(conductance based probabilistic integrate and fire

neurons), as well as the parameter values used for neural

and synaptic time constants and reversal potentials were

those used previously (Hasselmo, Linster, Patil, Ma, &

Cekic, 1997).
Each synaptic weight w between two pyramidal cells

was composed of its initial weight wna€ııve at the beginning

of the simulation and its potentiated component wpot,

(that is w ¼ wna€ııve þ wpot). At the beginning of the sim-

ulations, wna€ııve was given a small random value and wpot

was set to zero. During the learning process wpot was

changed according to a simple Hebbian learning rule by
which wpot was incremented by g ðg ¼ 0:2Þ when a
presynaptic and a postsynaptic action potential hap-

pened coincidentally in a time window of 4ms. Presyn-

aptic normalization was applied at each time step which

kept the sum r of all synaptic weights connecting a given

neuron to other neurons in the network constant

ðr ¼ 2:0Þ. Cholinergic suppression during the learning

process was implemented by multiplying each of the

components of the synaptic weights by a suppression
factor a so that the total synaptic weight w was lower

during learning:

w ¼ wna€ııveð1� ana€ııveÞ þ wpotð1� apotÞ: ð1Þ
This enabled us to test the effect of differential sup-

pression of the initial and potentiated components of the

synaptic weights. For comparisons between different

combinations of suppression parameters during learn-

ing, we compared the overlap between neural response

patterns elicited by two stored patterns after the learning

process. We ran 25 simulations for each combination of

suppression parameters, varying both ana€ııve (the sup-
pression of initial synaptic strength) and apot (the sup-

pression of newly potentiated synaptic strength). For

each trial run, a new network with randomized initial

conditions was built, and two random input patterns

with 50% overlap between them were chosen. Each in-

put pattern activated 8 out of 40 anterior pyramidal cells

and 8 out of 40 feedforward interneurons. During the

learning process, each pattern was presented to the
network once during 120ms and the synaptic weights

between pyramidal cells were updated according to the

Hebbian learning rule described above. The calculated

synaptic changes became effective immediately and

could thus influence the subsequent learning process.

After the learning process, the synaptic weights were

kept constant and the neural responses to the stored

patterns were compared by calculating the normalized
dot products between the neural activities elicited by

each of the patterns (Hasselmo et al., 1992).

Electrophysiology. Electrophysiological work in brain

slice preparations of the piriform cortex allowed testing

of whether cholinergic modulation had a stronger effect

on synapses which had previously been strengthened

with repetitive stimulation. Slices of piriform cortex

were prepared from adult female albino Sprague–Daw-
ley rats (150–200 g; 6–10 weeks of age) following stan-

dard procedures (Hasselmo & Bower, 1992; Hasselmo

et al., 1997; Patil and Hasselmo, 1998; Patil et al., 1998)

and in accordance with institutional guidelines. Extra-

cellular recordings were taken using glass-pipettes of

about 5 MX impedance and filled with 3M NaCl. The

orthodromic stimuli were delivered through a Neuro-

Data PG4000 stimulator, using fine unipolar tungsten
electrodes. The stimulation and recording electrodes

were placed in layer Ib under direct visual guidance.

Experiments were only analyzed if they displayed stable
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responses; those with any indication of epileptiform
activity were discarded. In addition, experiments were

excluded from the analysis if the synapse did not recover

to the after-LTP baseline level (ACSF baseline level for

the controls) following the period of cholinergic sup-

pression by carbachol. The response to maximal test

pulse stimulation in recovery had to be of a magnitude

similar to the corresponding responses acquired in the

after-LTP or ACSF baseline interval for experimental
and control protocols, respectively. Slices that were de-

grading during the experiment, or those that had died by

the time the testing had concluded were eliminated with

this criterion. For analysis, the onset slopes of the

population EPSPs were calculated automatically. For

comparisons within an experimental condition, paired t

tests were applied to the calculated slopes. For com-

parisons of the cholinergic suppression between the ex-
perimental and the control slices, single factor analysis

of variance was applied to the percentage values of the

suppression calculated from the ratio between the sup-

pressed and the reference potentials.
3. Results

3.1. Effect of selective cholinergic suppression of previ-

ously potentiated synapses on associative learning and

self-organization

The initial research using the computational model

demonstrated properties important to the self-organi-

zation of odor responses in the posterior piriform cor-

tex. This extended work on previous olfactory cortex
models (Barkai, Bergman, Horwitz, & Hasselmo, 1994;

Hasselmo et al., 1992; Hasselmo & Bower, 1993; Wilson

& Bower, 1992; Wilson, 1988), which focused on the

associative memory function of recurrent synapses in

anterior piriform cortex. The model presented here in-

cludes the additional feature that pyramidal cells are not

all driven by direct afferent input from the olfactory

bulb. Instead, activity in the posterior part of the model
depends upon the spread of activity from more anterior

regions, as suggested by the anatomy of the olfactory

cortex (Haberly, 1985; Haberly & Bower, 1989; Haberly

& Price, 1977; Wilson & Bower, 1992) (Fig. 1A). We

have shown that in this framework, the activity in re-

sponse to an input pattern from the olfactory bulb

spreads from anterior to posterior neurons with suc-

cessive sniff cycles if activity dependent plasticity is al-
lowed on association fibers (Linster, Hasselmo, &

Gervais, 1995). In this model, cholinergic suppression of

all intrinsic association fibers during learning, as previ-

ously proposed (Barkai et al., 1994; Hasselmo, 1995;

Hasselmo & Bower, 1993; Hasselmo et al., 1995; Has-

selmo & Wyble, 1997), interferes with the spread of

activity from anterior to posterior neurons in the model.
This interference with spread of activity slows or blocks
the formation of self-organized representations in pos-

terior neurons (Fig. 1C, Strong suppression). However,

as shown previously, no suppression during learning

leads to high interference between simultaneously stored

patterns and to runaway neural activity (Fig. 1C, No

suppression). Effective function in the network requires

that cholinergic suppression of association fibers be se-

lective for previously modified synapses (Fig. 1C, Se-
lective suppression), thus preventing the interference of

previously learned patterns (via high suppression of

potentiated fibers), while still allowing the self-organi-

zation based on initial conditions (via lower suppression

of the non-potentiated fibers). Thus, based on self-or-

ganization of odor responses in the posterior piriform

cortex, the model predicts that cholinergic suppression

of excitatory synaptic potentials should be stronger for
synapses strengthened with a long-term potentiation

paradigm, while having a weaker effect on the initial

strength of synapses which have not been potentiated.

The selective suppression of potentiated synapses

during encoding prevents the self-organization from

being dominated by potentiated synapses. With no

suppression, potentiated synapses dominate the self-or-

ganization of new representations, causing the network
to respond to each new input with a pattern resembling

the response to previous inputs (notice the similarity in

the pattern of activity in posterior piriform cortex in the

‘‘No Suppression’’ case in Fig. 1C). Thus, the self-or-

ganization lumps all representations together. In con-

trast, with selective suppression, the self-organization

can evenly distribute new representations based on the

weak random initial connectivity pattern, rather than
the strong potentiated connectivity. With complete

suppression of all synapses, the random initial connec-

tivity cannot induce initial responses and self-organiza-

tion in posterior piriform cortex does not occur. Note

that the time course of the sensitivity to suppression

should extend beyond just a short period of time. Even

representations formed days in advance could dominate

self-organization to new inputs. Thus, if there is a loss of
sensitivity to suppression, it should occur over an ex-

tended period. Suppression becomes less necessary as

the representation across neurons becomes more evenly

balanced (due to experience with a wide range of inputs)

or becomes noisier (possibly due to physiological pro-

cesses randomizing the strength of synaptic connec-

tions).

3.2. Brain slice experiments to test the prediction of

selective cholinergic suppression of previously potentiated

synapses

We tested the prediction that previously potentiated

synapses should be more highly suppressed by cholin-

ergic modulation in an in vitro brain slice preparation of



Fig. 1. Schematics and simulations of computational model. (A) The model incorporates pyramidal cells (P), feedforward (FF), and feedback in-

terneurons (FB). Whereas in previous models the probability that a pyramidal cell received afferent input decreased linearly from anterior to

posterior pyramidal cells (Hasselmo et al., 1997), in the simulations presented here, all pyramidal cells and feedforward interneurons in the anterior

portion of the network receive afferent input, whereas no neurons in the posterior network receive input. This simplification was made to enable the

analysis of the contribution of self-organized representations to the representations of patterns in the network. Feedforward interneurons inhibit

surrounding pyramidal cells. All pyramidal cells receive excitatory and plastic synapses from all other pyramidal cells with a relatively low prob-

ability. Pyramidal cells also exit a small proportion of feedback interneurons which in turn inhibit certain pyramidal cells. All connections are made

randomly with constraints detailed in the methods. (B) Membrane potentials and action potentials of two anterior and two posterior pyramidal cells

in response to an input pattern before learning, during learning and after learning. Note that posterior neurons do not respond to afferent input

before the learning process. (C) Average activity patterns of neural responses in the model before and after learning with three different combinations

of synaptic suppression during learning. Average activities (number of action potentials during the application of the stimulus) of all neurons in the

simulations are represented by the size of the dots. The network used in these simulations contained 40 anterior and 40 posterior pyramidal cells. In

each frame, anterior neurons are located in the top half of the frame and posterior neurons in the bottom half (separated by the dotted line). Each

graph shows the average neural activation in response to two different, but highly overlapping (50% overlap) input patterns (Odor A and B) before

learning (upper frame) and after learning (lower frame). During learning, each of the input patterns is presented during 120ms and the synaptic

weights are updated according to a simple Hebbian learning rule (see methods). No suppression: if the synaptic weights are not suppressed during the

learning process, the high overlap between the two input patterns leads to high interference and additional neurons are recruited in both anterior and

posterior parts of the network. Strong suppression: all synaptic weights (including both the initial and the potentiated components of the synaptic

weight) were suppressed by 75% during the learning. Because of the suppression of the initial component of the synaptic weights, posterior neurons

are not activated by the input patterns during the learning process and the connections from anterior to posterior neurons are not strengthened. As a

consequence, no posterior neurons respond to the patterns after completion of the learning process. Selective suppression: when only the potentiated,

but not the initial components of the synaptic weights are suppressed during the learning process, posterior neurons can become activated while

runaway activity is prevented.
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piriform cortex, in which selective suppression of in-

trinsic but not afferent fibers by the cholinergic agonist

carbachol (CCh) has been previously analyzed in detail

(Hasselmo & Bower, 1992; Patil & Hasselmo, 1999). In
brain slices of piriform cortex, long term potentiation

can be induced at both afferent synapses, consisting of

projections from the olfactory bulb via the lateral ol-

factory tract, and at intrinsic fiber synapses, providing

recurrent connections between pyramidal cells within
the cortex (Hasselmo & Barkai, 1995; Jung, Larson, &

Lynch, 1990; Kanter & Haberly, 1990, 1993; Patil et al.,

1998). In order to study the effect of CCh on excitatory

synaptic transmission in previously potentiated fibers,
we adopted the stimulation paradigm described by

Kanter and Haberly (1993) to induce LTP in the in-

trinsic fiber pathway in vitro (Fig. 2A) and we recorded

extracellular population EPSPs in response to electrical

stimulation of the intrinsic fiber pathway (Fig. 2B). The



Fig. 2. Experimental methods and protocol. (A) Schematic illustration of the brain slice preparation. Recording and stimulation electrodes were

placed in layer Ib of the piriform cortex under visual guidance and extracellular field potential recordings were obtained. (B) Potentials recorded in

response to stimulation of layer Ib (association fibers) in layer Ib. Baseline: Baseline established during first 5min of recording; After tetanus: po-

tentials recorded 30min after the potentiating train; 50 lMCCh: potential recorded 30min after the bath application of 50lMCCh. For analysis, the

slopes at half-amplitude of the potentials were calculated using custom-written software. (C) Experimental protocol. A baseline potential amplitude

was established in ACSF using test pulses at 30 s intervals at a shock strength pre-adjusted to 50–60% of the maximal response (Baseline).

Throughout the experiment, test pulses were delivered at 30 s intervals at the same strength. In experimental slices, a potentiating stimulus train (10

sets of 4 pulses at 100Hz at 200ms intervals (Kanter & Haberly, 1993; Larson et al., 1986; Patil et al., 1998)) was then applied to the slice for 2 s at

maximal (100%) shock strength (tetanus). The potentiating train was not applied to control slices. The potentials were recorded for 30min following

the tetanus, with the test stimulus pulses returned to the pre-adjusted 50–60% strength level, for the establishment of a new baseline (Reference). After

this step, the response to the maximal (100%) shock strength stimulus was recorded for eight trials at 10 s intervals (the responses to the maximal

strength pulses are not shown in the following figures for clarity). Carbachol, at a 50 lM concentration, was bath applied during the next 30min

period; the test pulse was returned to the original 50–60% strength level at 30 s intervals. Once again, the response was allowed to stabilize (Sup-

pression). The 100% shock strength stimulus was repeated for 10 trials (not shown). The washout period commenced at this point, and the response to

the test pulse was recorded for another 30min at the end of which we recorded the washout potentials (wash). The 100% stimulus was applied once

more at the end of the experiment to ensure the viability of the slice (not shown). In control experiments, the same procedure was followed but the

potentiating train was omitted. The entire experimental protocol required approximately one hour and forty-five minutes to complete.
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effect of bath application of CCh after the potentiating

stimulation was compared to the effect of CCh in slices

in which the potentiating stimulus had not been deliv-

ered (Fig. 2C). In a total of 12 experimental slices, a

mean potentiation to 127.7% (�5.9) of the baseline was
obtained (LTP reference compared to Baseline in Figs.

3A and C). In the control slices, the potentiating train

was omitted and the unpotentiated reference potential

was compared to baseline (Control reference compared

to Baseline in Figs. 3B and C). After the potentiating

stimulus, 50 lM CCh was washed into the bath and the

stabilized potentials were recorded after 30min of CCh

in both experimental (LTP suppression compared to
Baseline in Figs. 3A and C) and control slices (Control
suppression compared to Baseline in Figs. 3B and C).

The average slopes of the suppressed potentials under

carbachol went to 81.9% (�5.9) of the baseline recorded

at the beginning of the experiment in experimental slices

and to 80.2% (�5.2) of the baseline in control slices
(LTP suppression and Control suppression compared to

Baseline in Fig. 3A–C). There was no significant differ-

ence between the experimental and control slices when

the CCh potentials were compared to the baseline. This

suggests that the newly potentiated strength of the

synapses was fully suppressed by carbachol, whereas the

initial strength was equally suppressed in both condi-

tions. This is consistent with our modeling results sug-
gesting that CCh should suppress previously



Fig. 3. Results from electrophysiological experiments. (A) Time course of a sample experiment. Each data point corresponds to the slope obtained

from a single stimulation; all data points are expressed as percentage of the slopes of the baseline potentials. The baseline was obtained as the average

slope of potentials resulting from 5 subsequent test pulses obtained at 30 s intervals during the first five minutes of the experiment (Baseline), after

which the potentiating pulse train was applied (tetanus). Thirty minutes after the delivery of the tetanus, the reference potentials for each LTP

experiment were recorded as the average of 5 potentials recorded at 30 s intervals (LTP reference). Subsequently, 50 lM carbachol was washed into

the bath and the slope of the suppressed potentials was calculated by averaging the responses to five potentials after 30min (LTP suppressiond). The

CCh was then washed out for 30min and the average potential after washout was recorded (LTP wash). (B) Sample control experiment. The control

experiments followed the same protocol as described in (B), except for the absence of the potentiating stimulus train. (C) Average values of slopes of

recorded potentials over the time course of all experimental and control slices. The slopes of the individual synaptic potentials were automatically

calculated using existing software. Each data point was calculated from the average of 5 potentials obtained at 30 s intervals and sample means and

standard errors were computed for each condition. Paired t tests were used to compare the means of the slopes obtained within each experimental

group before normalization. The graph shows the means and standard errors of the slopes of the reference potentials (as a percentage of baseline)

recorded 30min after the application of the tetanus (or 30min after the recording of the baseline for the control experiments) (reference), the slopes of

the suppressed potentials 30min after the bath application of 50 lM CCh (suppression), and the slopes of the potentials recorded 30min after the

beginning of the wash (wash) for both the experimental (LTP) and control experiments (Control). (D) Suppression of potentials in 50lM CCh. The

suppression value was calculated as the ratio between the slopes of the suppressed potentials and the reference potentials (LTP suppression/LTP

reference and Control suppression/control reference). The suppression values obtained in the two conditions were compared using single factor

analysis of variance and significance values of p < :05 were accepted. The graph shows the amount of suppression as compared to the reference for

control experiments (Control: 100.0*(1.0) [Control suppression]/[Control reference])) and LTP experiments (LTP: 100.0*(1.0) [LTP suppres-

sion]/[LTP reference])).
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strengthened fibers more strongly than unpotentiated

fibers. Both in LTP slices and in control slices the po-

tentials fully recovered to the amplitude of the reference

potentials (Wash in Fig. 3C) after 30min of washout. As

a further test of the hypothesis from the model that CCh

should suppress previously strengthened fibers more

strongly than unpotentiated fibers, we also compared

the suppressed potentials under CCh to the reference
potentials obtained after the application of the potenti-

ating stimulus. In experimental slices, the ratio between

the slopes of the suppressed potentials and those of the
reference potentials after potentiation was 64.38%

(�3.9) yielding an average suppression of 35.62% (LTP

suppression vs. LTP reference). In control slices, the

average ratio was 78.1 (�5.1) yielding an average sup-

pression of 21.9% (Control suppression vs. control refer-

ence). There was a statistically significant difference

between the two experimental conditions (df ¼ 1;

F ¼ 10:75; p < :002 by single factor analysis of vari-
ance).

Our experimental data clearly support the theoretical

requirement that cholinergic receptor activation should
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more strongly suppress newly potentiated synapses than
the synapses contributing to baseline responses. The

cholinergic suppression we observed in ‘‘na€ııve’’ slices

was significantly lower than that observed in potentiated

slices. One possible interpretation of the data is that in

both cases, the initial unpotentiated potentials recorded

at baseline are suppressed by approximately 20%,

whereas the additional, potentiated component of the

potentials in the experimental slices is totally sup-
pressed. Another interpretation is that in the experi-
Fig. 4. Simulation results. (A) Implementation of experimental results in the

fibers have an initial connection strength w ¼ wna€ııve chosen from a uniform

connections will have been strengthened and a potentiated part wpot of the to

phases, cholinergic suppression acts on the initial connection strength wna€ııv

strength wpot with a suppression factor apot. B. Average overlap between th

different conditions. The bar-graph represents the averages and standard err

different random input patterns, as well as one example for each combinatio

anterior neurons and the two patterns overlapped by 50%. To obtain the avera

learning, we calculated the normalized dot product between the neural activ

neurons were responding with increased firing (as compared to baseline) dur

dot product between the two sets of active neurons in response to each of

responses (Anterior neurons), posterior responses (Posterior neurons) and the r

learning conditions. No suppression: neither the na€ııve nor the potentiated

(ana€ııve ¼ apot ¼ 0:0). Equal suppression: the na€ııve and the potentiated comp

(ana€ııve ¼ apot ¼ 0:4). Selective suppression: the na€ııve components of the syn

components (ana€ııve ¼ 0:2; apot ¼ 1:0). Note the much lower dot product bet

graph show the average activities in the network in response to two learned in

of ana€ııve and apot. The average activities (number of action potentials during

represented by the size of the dots.
mental slices, both components of the potential are
suppressed by the same amount, i.e. approximately 40%

(see Eq. (1) and Fig. 4).

3.3. Computational modeling results using the parameters

gathered in the brain slice experiment

As noted above, the experimental data can be inter-

preted in two ways: (1) Stronger suppression of the newly
added efficacy of synapses coupled with weaker
simulations. When a network is constructed, all intrinsic association

random distribution. After the learning of an input pattern, some

tal connection strength is added to the initial strength. During learning

e with a suppression factor ana€ııve and on the potentiated connection

e neural responses to two random input patterns after learning under

ors calculated from 25 simulations with different initial conditions and

n of parameters. Each of the two input patterns activated 20% of the

ge overlap between the neural responses to the two input patterns after

ities evoked by each pattern during 120ms. We first computed which

ing the application of the stimulus. We then calculated the normalized

the two stimuli. The graph shows the dot products between anterior

esponses of all neurons in the network (All neurons) after three different

components of the synaptic weights were suppressed during learning

onents of the synaptic weights were suppressed by the same amount

aptic weights were substantially less suppressed than the potentiated

ween posterior responses in this condition. The frames below the bar

put patterns (A and B) after learning with the appropriate combination

the application of the stimulus) of all neurons in the simulations are
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suppression of the original component of efficacy or (2)
Equal suppression of both potentiated strength and

baseline strength. Our computational model allowed

testing of the functional implications of these two possi-

bilities. We have tested the effect of including the sup-

pression parameters calculated from the experimental

results on the properties of the activity patterns arising in

our computationalmodel (Fig. 4A). For each connection,

we separated the initial connection strength ðwna€ııveÞ from
the potentiated part of the connection weight ðwpotÞ.
During the learning process, we could then separately

suppress each component of the synaptic weight by a gi-

ven factor (ana€ııve and apot). Since the effect of cholinergic
suppression of association fibers on memory capacity has

been extensively studied previously, we focussed our at-

tention on the self-organizing properties of the network:

we analyzed the effect of different levels of suppression
during the learning process on the overlap between the

neural representations in response to learned input pat-

terns after the learning process. The parameters ana€ııve and
apot were varied systematically over a wide range of val-

ues, and total posterior cortical activity and percent

overlap were analyzed. Here we focus on a subset of pa-

rameters illustrating the computational relevance of the

experimental data. When no suppression of intrinsic fi-
bers was present during learning ðana€ııve ¼ apot ¼ 0:0Þ,
high overlap between the two input patterns led to high

interference in the anterior portion of the network, which

in turn recruited large portions of highly overlapping

neurons in the posterior portion of the network (Fig. 4B,

No suppression). If both na€ııve and potentiated compo-

nents of the synaptic weights were suppressed equally

during the learning process (ana€ııve ¼ apot ¼ 0:4), no or
very few posterior neurons were recruited and the overlap

between the neural response patterns was mainly deter-

mined by the activity of the anterior neurons (Fig. 4B,

Equal suppression). In contrast, when the na€ııve compo-

nent of the synaptic weights was only slightly suppressed

(ana€ııve ¼ 0:2) and the potentiated component was com-

pletely suppressed ðapot ¼ 1:0Þ, as suggested by the data,

only a few non-overlapping neurons in the posterior part
of the network were recruited by each pattern and the

overlap was diminished by the contribution of posterior

neurons (Fig. 4B, Selective suppression). The overlap be-

tween the self-organized representations in the posterior

network was much lower than that in the anterior net-

work and thus significantly diminished the total overlap.

Thus, selective suppression allows formation of more

distinct representations of odors, which could enhance
discrimination behavior.
4. Discussion

The computational model presented here demon-

strates that the self-organization of odor responses in
the posterior piriform cortex functions best when
cholinergic modulation suppresses excitatory glutama-

tergic synaptic transmission more strongly at previ-

ously modified synapses. The experimental data

presented here supports this result by demonstrating

that the cholinergic agonist carbachol (CCh) more

strongly suppresses potentiated synapses, while having

a weaker effect on baseline synaptic strength. Finally,

further modeling shows that self-organization works
best if this suppression is selective for the synaptic

strength added by potentiation, rather than the initial

strength of synaptic transmission. These results dem-

onstrate the potential role of cholinergic modulation of

synaptic transmission in the brain mechanisms regu-

lating formation of distinct responses to similar sensory

stimuli.

Most implementations of abstract networks per-
forming associative memory tasks employ the strategy

of ignoring the calculated changes in synaptic strength

during the learning process (Ambros-Ingerson et al.,

1990; Amit, Evans, & Abeles, 1990; Hopfield, 1982),

but relatively few experiments have addressed this

strategy. The experimental data presented here sug-

gests that acetylcholine could allow this property.

Models of self-organization have also shown that the
activity induced by previously modified connections

must be regulated to allow stable learning and prevent

interference between distinct representations (Ambros-

Ingerson et al., 1990; Carpenter & Grossberg, 1993).

We here propose that while suppression of excitatory

synaptic transmission during the storage process is

necessary for stable network activity, this suppression

should be limited to previously potentiated synapses,
which are already part of the representation of a

stored pattern. In that case, the very low suppression

of unpotentiated synapses allows the recruitment of

additional context neurons while the higher suppres-

sion of the previously potentiated synpases ensures

that any given synapse has a low probability to be

recruited by two subsequent patterns. Our modeling

hypothesis is strongly supported by our experimental
data, which shows a significantly higher suppression of

previously strengthened synapses as compared to na€ııve
synapses by the cholinergic agonist CCh. While

functionally similar suppressions of synaptic changes

during the learning process have been employed by

most models of associative memory, we now have

provided experimental support for this theoretical

construct. Note that cholinergic modulation is much
stronger in layer Ib connections between anterior and

posterior piriform cortex than in layer Ia connections

from the olfactory bulb. However, there is some

suppression of transmission in layer Ia, and this sup-

pression should also be selective for strengthened

synapses in order to maintain effective self-organiza-

tion.
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4.1. Relation to other data on the olfactory system

Models demonstrate that the loss of this modulatory

effect of acetylcholine would cause a greater overlap in

the neural representations formed in response to odors.

A greater overlap in neuronal responses would be

consistent with the behavioral data showing that sco-

polamine causes enhanced interference between over-

lapping odor pairs (DeRosa & Hasselmo, 2000) and
prevents the enhanced acuity caused by odor condi-

tioning (Fletcher & Wilson, 2002). These effects could

also contribute to the decreased behavioral discrimina-

tion of similar odorants or odor pairs caused by selective

lesions of the cholinergic neurons in the horizontal limb

of the diagonal band of Broca, which provides cholin-

ergic innervation of the olfactory cortex and olfactory

bulb (DeRosa, Hasselmo, & Baxter, 2001; Linster et al.,
2001). The decreased neural separation of odors could

also contribute to the effect of cholinergic blockade

on odorant short-term memory (Ravel et al., 1994)

and odor-reward associations (Roman, Simonetto, &

Soumireu-Mourat, 1993).

These models are consistent with electrophysiological

data on neuronal responses of olfactory cortex in vivo

(Wilson, 1998, 2001, 2003). Recordings by Wilson have
shown that piriform cortex neurons show strong habit-

uation to repeated presentations of odors (Wilson,

1998). In this paradigm, scopolamine causes enhanced

cross-habituation of odor responses in individual neu-

ronal responses (Wilson, 2001), possibly due to an in-

creased overlap in the neural representation of odors

such as that appearing in Figs. 1C or 4B (‘‘no suppres-

sion’’). Piriform cortex neurons also show an increase in
discrimination of odorant mixtures from their compo-

nent parts, which does not appear in olfactory bulb

(Wilson, 2003). Though the recordings were done in

anterior piriform cortex, the discrimination response

could result from enhanced formation of non-overlap-

ping representations in posterior piriform cortex (as in

Figs. 1C, 4B—‘‘Selective suppression’’), which then in-

fluence anterior piriform cortex activity.

4.2. Relation to other physiological data

Many studies have demonstrated that cholinergic

modulation enhances long-term potentiation in cortical

structures including hippocampus, neocortex and piri-

form cortex (Blitzer et al., 1990; Brocher et al., 1992;

Hasselmo & Barkai, 1995; Huerta & Lisman, 1993; Patil
et al., 1998). However, the experiment presented here

addresses a separate issue. Rather than infusing acetyl-

choline before induction of long-term potentiation, here

we induce long-term potentiation and then observe the

magnitude of suppression after long-term potentiation.

In this manner, we were able to show stronger cholin-

ergic presynaptic inhibition of potentiated synapses.
Previous studies on the cholinergic enhancement of
long-term potentiation demonstrated cholinergic sup-

pression of synaptic transmission, but did not quantify

the magnitude of this suppression after induction of

LTP.

The work presented here has an important relation-

ship to recently published data showing stronger cho-

linergic suppression of ‘‘functional’’ synapses compared

to ‘‘silent’’ synapses (de Sevilla, Cabezas, de Prada,
Sanchez-Jimenez, & Buno, 2002). In that study, ‘‘func-

tional’’ synapses refers to synapses which contain non-

NMDA receptors, allowing clear appearance of EPSPs

in response to minimal stimulation delivered at neuronal

resting potential. These synapses showed 36% suppres-

sion by carbachol. In contrast, ‘‘silent’’ synapses are

synapses containing predominantly NMDA receptors,

which can be observed best when the postsynaptic cell is
depolarized to allow synaptic current through NMDA

receptors in response to minimal stimulation. These

‘‘silent’’ synapses showed only 7% suppression by car-

bachol and muscarine. Note that the use of minimal

stimulation (de Sevilla et al., 2002) prevents NMDA

currents from appearing in neurons at resting potential,

whereas the stronger stimulation used in our study

probably caused more extensive activation of NMDA
currents due to strong depolarization caused by exten-

sive AMPA currents on the dendrites. Thus, synapses

which are ‘‘silent’’ with minimal stimulation (de Sevilla

et al., 2002) can probably contribute significantly to the

field potentials evoked with stronger stimulation in our

study. Those recent results provide a potential mecha-

nism for the effects we have observed, because long-term

potentiation has been shown to involve increased in-
sertion of AMPA receptors into the postsynaptic

membrane. In this manner, the newly potentiated syn-

aptic strength could be more sensitive to cholinergic

modulation of ‘‘functional’’ synapses, whereas the

baseline activity could involve a less sensitive set of

synapses. The evidence for selective effects of carbachol

at one type of glutamatergic synapse but not another in

that previous study (de Sevilla et al., 2002) supports the
separate modulatory influence reported here.

4.3. Relationship to cholinergic modulation of self-orga-

nization in other systems

In other systems, acetylcholine has been shown to

modulate the response to sensory stimuli. In the olfac-

tory bulb, acetylcholine appears to play an important
role in increasing the discriminability of related odor

stimuli (Linster & Cleland, 2002; Linster et al., 2001). In

the auditory cortex, acetylcholine has been shown to

play a role in changes in the pattern of response to

different frequencies when specific frequencies are asso-

ciated with shock (Weinberger, 1998). In fact, the pat-

tern of physiological response to auditory frequencies
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can be directly altered by pairing cholinergic modulation
with presentation of a specific tone (Metherate &

Weinberger, 1990), and this pairing can induce changes

on a behavioral level (McLin, Miasknikov, & Wein-

berger, 2002). Similarly, acetylcholine appears to regu-

late changes in the pattern of cutaneous response

properties in somatosensory cortex associated with

learning (Dykes, 1997). These studies show that acetyl-

choline regulates the properties of self-organization. The
initial formation of frequency sensitivity in auditory

cortex and somatopic organization in somatosensory

cortex both probably involve self-organization mecha-

nisms similar to those used in modeling primary visual

cortex (Erwin, Obermayer, & Schulten, 1995). In the

training paradigms of Weinberger or Dykes, acetylcho-

line appears to regulate this self-organization by en-

hancing plasticity during presentation of specific sensory
stimuli, allowing those specific sensory stimuli to cause a

stronger or more prominent neuronal response.

The self-organization described here differs somewhat

from the traditional self-organization models of primary

visual cortex. Models of primary visual cortex usually

focus on modification of the afferent input fibers to form

feature detectors and topographic maps (Erwin et al.,

1995; Von der Malsburg, 1973). In contrast, in the model
presented here, we focus on self-organization of intrinsic

connections within the piriform cortex (recurrent con-

nections and connections from anterior to posterior cor-

tex). This self-organization is similar in principle, but

differs in its anatomical focus on intrinsic rather than af-

ferent connections. This focus on self-organization of

intrinsic connections has been used in models of hippo-

campus (Levy, 1996; Wallenstein & Hasselmo, 1997; Wu
et al., 1996) and piriform cortex (Linster et al., 1996).

However, given that most excitatory connections even in

primary visual cortex are intrinsic, it is likely that this type

of self-organization is very important for regions such as

primary visual cortex. The suppression of excitatory re-

current connectivity by cholinergic receptors has been

shown in primary visual cortex (Brocher et al., 1992;

Kimura, Fukuda, & Tsumoto, 1999). Cholinergic mod-
ulation has been shown to enhance the selectivity of visual

cortical neurons (Murphy& Sillito, 1991; Sillito &Kemp,

1983). This could result from cholinergic depolarization

of neurons causing enhanced response to input, while the

suppression of excitatory transmissionwouldmaintain or

enhance the direction selectivity of neurons (Murphy &

Sillito, 1991; Sillito &Kemp, 1983). This could also play a

vital role in allowing self-organization without an explo-
sion of excitatory activity. The changes in response

properties observed with cholinergic modulation in other

sensory cortices could also involve selective recruitment

of additional neurons via intrinsic connections, which

would benefit from the principles described here.

The evidence from physiological and behavioral ex-

periments, and the integration of this work with com-
putational modeling suggests an important role for
acetylcholine in enhancing the selective response to

sensory input and the encoding of new representations.

This appears important both for the modification of

sensory response properties (Dykes, 1997; Linster et al.,

2001; Weinberger, 1998) and for preventing interference

during encoding of episodic memories (Atri et al., 2003;

Ghonheim & Mewaldt, 1977; Hasselmo et al., 1995). On

a global level, these modulatory effects of acetylcholine
may even regulate the relative role of different structures

during different phases of behavior. Research has shown

that levels of acetylcholine in the hippocampus may

mediate its initial importance for encoding of spatial

position information for performing a plus maze task

(Chang & Gold, 2003) whereas the later shift to a

turning response strategy could involve increases in ac-

etylcholine in the striatum. The levels of acetylcholine in
hippocampus vs. striatum even correlate with individual

differences in response strategy (McIntyre, Marriott, &

Gold, 2003), suggesting a powerful role of acetylcholine

in regulating the functional role of different regions.

In summary, changes in acetylcholine levels regulate

the role of different regions in plasticity and behavior by

setting encoding dynamics due to cellular effects of ace-

tylcholine. The modeling and physiology results pre-
sented here demonstrate how selective cholinergic

suppression of modified synapses can enhance the ability

of cortical structures to form new representations of

sensory stimuli.
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