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however, the additional negative feedback allows
exit from competence to occur at higher ComS
andRok concentrations, reducing the sensitivity of
tcomp to stochastic fluctuations (fig. S10).

It is not known whether competence initiation
is controlled by noise, as in the model. To test the
impact of noise on competence initiation, we set
out to globally modulate the amount of noise in
the cell. We used a B. subtilis strain in which the
ftsW gene, which is necessary for septation, was
replaced by an inducible copy. In the absence of
inducer, septation was inhibited, resulting in elon-
gated filamentous cells. Each filament was com-
posed of multiple cell units, all sharing cytoplasm.
Within a filament, diffusion is expected to ef-
fectively average cell contents, reducing noise in
gene expression, without affecting mean concen-
trations of cellular components (Fig. 4A) (17). In
some bacterial mutants that have elongated
filamentous morphologies, cellular growth, nucle-
oid density, protein expression, and other physio-
logical characteristics appear normal, even though
cellular volume is greatly increased (fig. S12)
(18–20). We integrated an inducible Phyp-yfp
construct and measured the effect of cell length
on cell-cell fluctuations in yellow fluorescent
protein (YFP) expression (Fig. 4B). We found
that noise does indeed decrease with increasing
length (Fig. 4B, inset). A simple model of tran-
scription and translation (21–24) that incorpo-
rates the continuity of filamentous cell growth
produced qualitatively similar results (Fig. 4B,
inset, and SOM text). Thus, cell size can in this
case be used to modulate gene expression noise.

How does noise affect the probability of ini-
tiation of competence? To answer this question,
we induced filamentation in the conditional ftsW
strain at the beginning of, or before, movie acqui-
sition and quantified Pinit as a function of cell
length. We determined length distributions of
cells at the moment they initiated competence, as
detected by PcomG expression (Fig. 4C). As a
comparison, we also measured length distribu-
tions for noncompetent cells at a similar distri-
bution of times.We plotted the relative fraction of
cells that initiated competence at a given length,
compared with the total number of cells at that
length. The results showed that Pinit decreased as
cells elongated (Fig. 4D and SOM text). A simi-
lar decrease in Pinit was observed in correspond-
ing simulations (Fig. 4D). To test if the reduction
in Pinit could be due to factors other than di-
minished noise, we examined two promoters, PcomS
and Pspo0A, both strongly regulated under these
conditions. Spo0A is a master regulator of spor-
ulation, a competing starvation response, and
high concentrations of Spo0A inhibit compe-
tence (3). Conversely, PcomS expression is nec-
essary for competence. Mean expression of both
PcomS and Pspo0Awas unaffected by cell length (fig.
S17). This supports the idea that gene expression
levels are independent of cell length under these
conditions and that Pinit depends on noise.

Noise may play at least three different func-
tional roles in competence. First, noise could be

responsible for the observed variability in dura-
tion. Second, noise may be necessary to main-
tain excitability over a wide parameter range,
by inducing escape from states of high ComK
concentration. Third, noise appears to have a
pivotal role in competence initiation (Fig. 4D)
and thus should be considered alongside genetic
parameters and circuit architecture to compre-
hensively understand differentiation at the single-
cell level.

Quantitative analysis of a genetic system be-
yond its normal operating regime, including
gene expression strengths, circuit architecture, and
noise levels, strongly constrains dynamical mod-
els. The competence regulation system main-
tains excitable behavior over a broad range of
parameter values. Experimentally, aK and aS
enable Pinit and tcomp to be tuned independent-
ly, allowing the system, in theory, to adapt to
independent selective pressures during evolution.
The circuit can also access different dynamic
regimes, such as oscillation and bistability, in-
dicating its potential to evolve alternative quali-
tative behaviors.
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Temporal Frequency of Subthreshold
Oscillations Scales with Entorhinal
Grid Cell Field Spacing
Lisa M. Giocomo,1* Eric A. Zilli,1 Erik Fransén,2 Michael E. Hasselmo1*
Grid cells in layer II of rat entorhinal cortex fire to spatial locations in a repeating hexagonal grid, with
smaller spacing between grid fields for neurons in more dorsal anatomical locations. Data from in
vitro whole-cell patch recordings showed differences in frequency of subthreshold membrane potential
oscillations in entorhinal neurons that correspond to different positions along the dorsal-to-ventral
axis, supporting a model of physiological mechanisms for grid cell responses.

The entorhinal cortex plays an important
role in encoding of spatial information
(1–3) and episodic memory (4). Many layer

II neurons of rat entorhinal cortex are grid cells,
firing when the rat is in an array of spatial locations
forming a hexagonal grid within the environment

(5–7). The spacing of firing fields in the grid varies
with anatomical position of the cell along the dorsal-
ventral axis of entorhinal cortex, as measured by
distance from the postrhinal border (5). Neurons
closer to the dorsal border of entorhinal cortex have
shorter distances between firing fields. Computa-
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tional models explicitly predict that differences in
grid field spacing should correspond to differ-
ences in intrinsic frequencies of neurons along
the dorsal-to-ventral axis (3, 8). This could provide
systematic variation in the gain of a movement-
speed signal for path integration (2, 3, 9).

Subthreshold membrane potential oscillations
in entorhinal cortical stellate cells (10) arise from
a single-cellmechanism involving voltage-sensitive
currents (11–13) and could contribute to network

dynamics (14). We recorded subthreshold oscil-
lations from 57 stellate cells in layer II of medial
entorhinal cortex (fig. S1) in slices from different
anatomical positions along the dorsal-ventral axis
by using whole-cell patch clamp techniques (15).
The position of each horizontal slice was mea-
sured individually relative to the dorsal surface of
the brain (Fig. 1A).

Stellate cells in dorsal entorhinal cortex
showed higher temporal frequencies ( f ) of sub-
threshold membrane potential oscillations com-
pared with lower frequencies in cells from more
ventral entorhinal slices (Fig. 1B). Dorsal cells
(n = 30) were defined as cells recorded in slices
taken between 3.8 mm [the border with postrhinal
cortex (16)] and 4.9 mm from the dorsal surface of
the brain. Ventral cells (n = 27) were defined as

cells recorded in slices between 4.9 and 7.1 mm
from the dorsal surface. Because the group
means of the frequency of subthreshold oscil-
lations recorded from these populations (Fig. 1B)
can depend upon the mean membrane potential
voltage, we performed this analysis separately for
data gathered at different approximate holding
membrane potentials of –50 mV and –45 mV.
The mean frequency in dorsal cells was signif-
icantly higher than the mean frequency in ventral
cells for measurements at about –50 mV (dorsal
mean f ± SEM = 6.42 ± 0.40 Hz and n = 28;
ventral f = 4.23 ± 0.32 Hz and n = 25; P <
0.001) and –45 mV (dorsal mean f ± SEM =
7.18 ± 0.50 Hz and n = 14; ventral f = 4.88 ±
0.59 Hz and n = 7; P < 0.01). Frequencies were
determined by an automated autocorrelation anal-

Fig. 1. Higher frequency of subthreshold oscillations in dorsal versus ventral
entorhinal cortex. (A) Top, dorsal view of brain after slicing. Bottom, sagittal
view showing anatomical location of horizontal slices A to H. (B) Mean
frequency of subthreshold oscillations for neurons from dorsal slices (3.8 to
4.9 mm bregma) and ventral slices (4.9 to 7.1 mm bregma) at –50 mV and

–45 mV. Error bars indicate SEM. (C) Subthreshold oscillation frequency
plotted versus anatomical distance from dorsal surface. (D) Examples of
subthreshold oscillations at –50 mV in dorsal regions (left) and ventral
regions (right). (E) Corresponding autocorrelations used to measure
frequency in (D).

1Center for Memory and Brain, Department of Psychology,
Program in Neuroscience, Boston University, 2 Cummington
Street, Boston, MA 02215, USA. 2School of Computer Science
and Communication, Royal Institute of Technology and
Stockholm Brain Institute, SE-100 44 Stockholm, Sweden.

*To whom correspondence should be addressed. E-mail:
hasselmo@bu.edu (M.E.H.); giocomo@bu.edu (L.M.G.)

Fig. 2. Differences in resonance properties of neurons in dorsal versus ventral
entorhinal cortex. (A) Examples of resonance responses of neurons in dorsal (blue)
and ventral entorhinal cortex (red) in response to ZAP stimulus (black). (B)
Histogram of mean peak resonance frequency for neurons in dorsal versus ventral
entorhinal cortex. (C) Resonance frequency plotted versus anatomical distance
from the dorsal surface.
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ysis algorithm (15) and were used throughout
unless otherwise noted. The significant difference
between mean frequencies was replicated with
analyses using the peak in the power spectra for
data at –50mV (dorsal f = 4.86 ± 0.37 Hz and n =
28; ventral f = 3.44 ± 0.25 Hz and n = 25; P <
0.01) and –45 mV (dorsal f = 5.54 ± 0.49 Hz
and n = 14; ventral f = 3.76 ± 0.31 Hz and n = 8;
P < 0.01) (fig. S2). The resting membrane po-
tential, firing threshold, resistance, and age [dor-
sal mean age ± SEM = 19.8 ± 0.4 days and
ventral age = 19.1 ± 0.4 days, P value not signif-
icant (NS)] did not contribute to the difference in
the frequency of oscillations observed between
neurons from dorsal versus ventral slices (15).

Entorhinal neurons showed a systematic dif-
ference in subthreshold oscillation frequency when
plotted for different locations along the dorsal-
ventral axis (Fig. 1C) for data at –50 mV (r = 0.48,
slope = –1.26) and at –45 mV (r = 0.60, slope =

–2.48). This pattern resembles the difference in
spatial periodicity of grid cells previously recorded
from layer II at different positions along the dorsal-
ventral-axis in awake, behaving animals (5, 7). Ex-
amples of subthreshold oscillations recorded from
individual entorhinal neurons illustrate the differ-
ence in dorsal versus ventral frequency (Fig 1D).
500-ms segments of the autocorrelations com-
puted for the same cells in Fig. 1Ddemonstrate the
difference in peak-to-peak wavelength (Fig. 1E).

The frequency of subthreshold oscillations has
been shown to correlate with the peak frequency
of membrane potential resonance at rest (–60 to
–64 mV) in entorhinal neurons (17). We evaluated
the resonant frequency of neurons by delivering a
20-s-long impedance amplitude profile (ZAP)
stimulus and measuring the input frequency that
caused the largest amplitude depolarization of
membrane potential. Individual examples of the
response to the ZAP stimulus are shown for four

neurons from dorsal entorhinal slices (Fig. 2A)
and four neurons from more-ventral slices. The
resonant frequency of stellate cells was signifi-
cantly higher in dorsal cells compared with that in
ventral cells (dorsal frequency = 6.13 ± 0.41 Hz
and n = 18; ventral frequency = 4.45 ± 0.40 Hz
and n = 14; P < 0.01) (Fig. 2B). There was no
significant difference in resting potential between
the populations used for this analysis (dorsal
potential = –60.12 ± 0.26 mVand n = 18; ventral
potential = –60.11 ± 0.26 mVand n = 14; P NS).
Resonant frequency was systematically higher in
dorsal regions when plotted in relation to anatom-
ical location (r = 0.51, slope = –1.18) (Fig. 2C).

To analyze the relationship of subthreshold os-
cillations to other intrinsic properties, we measured
the change in membrane potential during a hyper-
polarizing current injection that usually caused a
slow depolarizing shift (a “sag” of the membrane
potential). The sag was fit with a dual exponential
equation starting just after the trough of the sag and
ending near the end of the current injection at steady
state potential (Fig. 3, A and B). The faster of the
two time constants (t1) of the sag was measured for
hyperpolarizing current steps that ended at steady-
state membrane voltages of –69.9 to –65 mV (V1)
and at steady-state membrane voltages of –64.9
to –60 (V2). The time constant (t1) of the sag in-
creased with depth on the dorsal-ventral axis (at
V1, r = 0.55 and slope = 9.67; at V2, r = 0.61 and
slope = 8.23) (Fig. 3C), with significantly faster
values of t1 in more-dorsal portions compared with
more-ventral portions at V1 (dorsal t1 = 23.37 ±
1.24 ms and n = 17; ventral t1 = 35.52 ± 1.81 ms,
n = 14; P < 0.01) and at V2 (dorsal t1 = 22.37 ±
1.60 ms and n = 11; ventral t1 = 34.71 ± 2.68 ms
and n = 17; P < 0.01). The t1 of the sag correlated
with the frequency of subthreshold oscillations
(at V1, r = 0.63 and slope = –4.32; at V2, r = 0.65
and slope = –4.10) (Fig. 3D).Voltage-clamp studies
are necessary to confirm underlying currents. A
potential candidate is the h current, which has been
shown to underlie sag in stellate cells (11, 12).

The differences in temporal frequency shown
in this study correspond to differences in spatial
periodicity of unit firing observed with extracel-
lular recording in awake, behaving animals (5–7).
Neurons at more-dorsal locations show higher in-
trinsic subthreshold oscillation frequency in vitro
and smaller spacing between grid fields in vivo.
Plots of the reciprocal of temporal frequency ver-
sus anatomical position (Fig. 4A) reveal slopes
similar to the slope of grid field spacing (G)
relative to anatomical position (Fig. 4B).

These data support the prediction of a model
(SOM text) (3, 8) related to other models of grid
cells and theta phase precession (18–20). In this
model, grid cell periodicity arises from an inter-
ference pattern generated by intrinsic temporal
oscillations in the soma and dendrites of a single
cell. During simulated rat movement, cells mod-
ulated by head direction and speed (7, 21, 22)
shift the frequency of dendritic oscillations (con-
sistent with voltage effects on frequency). The
grid pattern is the product of interference by three

Fig. 3. Relationship of subthreshold membrane potential oscillations to sag potential. For single neurons
in dorsal (A) and ventral entorhinal cortex (B), traces on left show membrane potential responses to
multiple current injection levels. Single traces (right) show sag potentials at higher resolution. (C) t1 of
sag potential (ms) plotted versus anatomical location. (D) t1 of sag potential plotted versus subthreshold
oscillation frequency.
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dendritic oscillations, each receiving a different
head direction input, shifting in and out of phase
with soma oscillations in proportion to distance
moved in the preferred direction of each head di-
rection cell. Spiking occurs when all three dendrites
are in phase with the soma, causing oscillations
to cross threshold (figs. S4 and S5). Spiking does
not alter soma or dendritic phase but occurs with
theta rhythmicity, consistent with in vivo record-
ings in entorhinal cortex (5–7) and hippocampus
(2, 9, 18) and potentially causing precession rela-
tive to field potential oscillations (3, 8, 19, 20).

Themodel (3, 8) wasmodified to include shifts
in dendritic frequency proportional to soma fre-
quency and to use a scaling factor, H = fG (fig.
S6), determined from the experimental data. Simu-
lations (SOM text) (Fig. 4, C and D) demonstrated
that differences in temporal frequency of somatic
oscillations result in different grid field spacing.
Insertion of the experimentally determined value
for subthreshold oscillation frequency ( f ) at a par-

ticular anatomical location resulted in simulated
grid cell spacing that matches data (7) on grid cell
spacing (G) at the same anatomical location (figs.
S4 and S7).

The model demonstrates one possible mech-
anism for path integration (2) and supports the
prediction that systematic variation in gain of a
movement-speed signal could underlie differ-
ences in grid field spacing (2, 9). The model is
compatible with maintenance of grid cell repre-
sentations by persistent firing (23) or attractor
dynamics arising from patterned excitatory con-
nectivity (2, 24, 25). Long-term stability of grid
fields could require place cell input dependent
on external landmarks (3, 8, 26). Differences in
intrinsic frequency along the dorsal-ventral axis
of entorhinal cortex could contribute to dif-
ferences in place field size along the septal-to-
temporal axis of the hippocampus (9, 27).

The systematic differences in intrinsic tem-
poral frequency may provide multiple scales for

coding of both space and time. Periodic repre-
sentation of the environment at multiple spatial
scales could prove essential to mechanisms of
path integration (2, 3, 9, 28), consistent with im-
pairments after entorhinal lesions (1). Coding of
continuous dimensions by interacting frequen-
cies could also allow the coding of continuous
relative time necessary for episodic memory (29).
These results suggest that, beyond simple sum-
mation of input, neural processing involves in-
teractions of synaptic input and interference
between intrinsic frequencies (8, 9, 18, 19).
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Fig. 4. Subthreshold oscillations may underlie differences in grid field spacing. (A) Reciprocal of oscillation
frequency plotted versus anatomical depth for anatomical range matching a previous publication (7) as shown
in (B). (C and D) Simulations of grid cell model (3, 8). Top, gray indicates trajectory of simulated rat. Red
indicates firing locations. Bottom, firing rate map (red, maximum; blue, no spikes). Grid field spacing is small
for mean dorsal oscillation frequency of 6.42 Hz (C) and larger for mean ventral frequency of 4.23 Hz (D).
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