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ABSTRACT: Successful spatial exploration requires gating, storage, and
retrieval of spatial memories in the correct order. The hippocampus is
known to play an important role in the temporal organization of spatial in-
formation. Temporally ordered spatial memories are encoded and
retrieved by the firing rate and phase of hippocampal pyramidal cells and
inhibitory interneurons with respect to ongoing network theta oscillations
paced by intra- and extrahippocampal areas. Much is known about the an-
atomical, physiological, and molecular characteristics as well as the con-
nectivity and synaptic properties of various cell types in the hippocampal
microcircuits, but how these detailed properties of individual neurons give
rise to temporal organization of spatial memories remains unclear. We
present a model of the hippocampal CA1 microcircuit based on observed
biophysical properties of pyramidal cells and six types of inhibitory inter-
neurons: axo-axonic, basket, bistratistified, neurogliaform, ivy, and oriens
lacunosum-moleculare cells. The model simulates a virtual rat running on
a linear track. Excitatory transient inputs come from the entorhinal cortex
(EC) and the CA3 Schaffer collaterals and impinge on both the pyramidal
cells and inhibitory interneurons, whereas inhibitory inputs from the
medial septum impinge only on the inhibitory interneurons. Dopamine
operates as a gate-keeper modulating the spatial memory flow to the PC
distal dendrites in a frequency-dependent manner. A mechanism for spike-
timing-dependent plasticity in distal and proximal PC dendrites consisting
of three calcium detectors, which responds to the instantaneous calcium
level and its time course in the dendrite, is used to model the plasticity
effects. The model simulates the timing of firing of different hippocampal
cell types relative to theta oscillations, and proposes functional roles for
the different classes of the hippocampal and septal inhibitory interneurons
in the correct ordering of spatial memories as well as in the generation
and maintenance of theta phase precession of pyramidal cells (place cells)
in CA1. The model leads to a number of experimentally testable predic-
tions that may lead to a better understanding of the biophysical computa-
tions in the hippocampus and medial septum. VVC 2012 Wiley Periodicals, Inc.
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INTRODUCTION

Episodic memory is the memory of autobiographical events at specific
times and places. For example, returning home by car from a new desti-
nation requires remembering a spatiotemporal trajectory through specific

streets including a sequence of landmarks at different
positions. The hippocampus is a key brain structure
known to link spatial memories (e.g. landmarks) to-
gether in a sequential manner across time. Retrieving
these spatial memories in the correct order is instru-
mental if one wants to return home on time for
dinner.

The encoding and retrieval of spatiotemporal
sequences may involve the activity of pyramidal cells
(place cells) in the hippocampus. The firing rate and
phase of place cells changes with respect to theta oscil-
lations (O’Keefe and Recce, 1993; Wilson et al.,
1993; Skaggs et al., 1996; Johnson and Redish,
2007). Theta oscillations (4–10 Hz) are observed dur-
ing exploration in animals and rapid eye movement
sleep (Buzsaki, 2002). During exploration hippocam-
pal place cells have been shown to systematically shift
their phase of firing to earlier phases of the theta
rhythm as the animal transverses the place field (a
phenomenon known as theta phase precession)
(O’Keefe and Recce, 1993; Skaggs et al., 1996).

In recent years an expansion of knowledge about
the anatomical, physiological, and molecular charac-
teristics as well as the connectivity and synaptic prop-
erties of the various cell types in the hippocampal
microcircuits has occurred (Cutsuridis et al., 2010).
Pyramidal cells (PCs) in region CA1 receive inputs
through the perforant path from layer III of the ento-
rhinal cortex (EC) in their distal dendrites and from
the CA3 Schaffer collaterals as a portion of the trisy-
naptic loop to their proximal dendrites. The effects of
these inputs in the distal and proximal dendrites are
also subject to effects of neuromodulators such as do-
pamine and acetylcholine (Cobb and Lawrence,
2010). The effects of dopamine have been shown to
be location- (Otmakhova and Lisman, 1999) and fre-
quency-dependent (Ito and Schumann, 2007). When
DA is applied to a bathing solution, the field-EPSP
evoked by the EC stimulation is depressed, whereas
the fEPSP by the CA3 Schaffer collateral (SC) path-
way stimulation remains unaltered (Otmakhova and
Lisman, 1999). A recent study by Ito and Schuman
(2007) showed DA to act as a gate on the EC cortical
input to the CA1 PC distal dendrites, modulating the
information flow and the synaptic plasticity in a fre-
quency-dependent manner. PCs in region CA1 have
been theorized to compare the inputs from EC and
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CA3 to detect either novelty (Vinogradova, 2001), mismatch
of expectations (Hasselmo and Schnell, 1994), or activation of
retrieval mechanisms (Lee and Kesner, 2004).

At least 21 different types of inhibitory interneurons have
been identified in region CA1 of the hippocampus (Klausberger
et al., 2005; Somogyi and Klausberger, 2005; Jinno et al.,
2007; Fuentealba et al., 2008a,b, 2010). These cells are distin-
guished based on their anatomical, morphological, pharmaco-
logical, and physiological properties (Ascoli et al., 2008). These
include the axo-axonic cells (AAC), the perisomatic basket cells
(BC) and the dendritic bistratified (BSC), ivy (IVY), neuroglia-
form (NGL) and oriens lacunosum-moleculare (OLM) cells
(Somogyi and Klausberger, 2005; Fuentealba et al., 2008).
AACs innervate exclusively the initial axonal segment of the
CA1 PC, whereas BCs innervate their cell bodies and proximal
dendrites (Somogyi and Klausberger, 2005). BSCs and IVYs in-
nervate the PC basal and oblique dendrites, whereas OLM and
NGL cells target the apical dendritic tuft of PCs aligned with
the EC input (Somogyi and Klausberger, 2005; Fuentealba
et al., 2008; Capogna, 2011). AACs and BCs receive excitatory
inputs from both the EC and the CA3 Schaffer collaterals,
whereas the BSCs receive inputs only from CA3 and the NGLs
only from the EC (Somogyi and Klausberger, 2005; Capogna,
2011). IVYs and OLMs are recurrently excited by the CA1
PCs (Somogyi and Klausberger, 2005; Fuentealba et al.,
2008a,b).

PCs, AACs, BCs, BSCs, IVYs, NGLs, and OLMs have been
shown to display diverse firing patterns during network oscilla-
tions (Klausberger and Somogyi, 2008; Fuentealba et al.,
2008a,b, 2010; Cobb and Vida, 2010). The firing patterns of
inhibitory interneurons may have different functional roles
(Cutsuridis, Cobb and Graham, 2010). For example, gamma
oscillations constitute a basic clock and have been linked to a
variety of cognitive phenomena (Colgin et al., 2009). Gamma
oscillations in region CA1 of the hippocampus split into dis-
tinct fast and slow frequency components that differentially
couple CA1 to inputs from the medial entorhinal cortex (fast)
and the CA3 (slow) (Colgin et al., 2009). A computational
study by Hasselmo and colleagues (2002) showed theta oscilla-
tions to be involved in memory formation by phasing encoding
and retrieval in different functional sub-cycles of theta. Experi-
mental evidence has shown that during theta oscillations
OLMs, BSCs, IVYs and PCs fire at the trough of theta
recorded in stratum pyramidale, whereas AACs, BCs and
NGLs fire at the peak of theta (Klausberger and Somogyi,
2008; Fuentealba et al., 2008a,b, 2010). Cutsuridis et al.
(2008, 2009, 2010) were the first to demonstrate the biological
feasibility of the separation of storage and recall processes into
separate theta subcycles while suggesting functional roles for
the theta modulated AAC, BC, BSC, and OLM cells. Accord-
ing to these computational studies (Cutsuridis et al., 2008,
2009, 2010) during the encoding process AACs and BCs exert
powerful inhibitory control to PCs, which prevents them from
firing and the information from "leaking out." During the re-
trieval process BSC inhibition is needed for accurate recall of a
previously stored pattern by contributing to the thresholding of

pyramidal cell firing, whereas OLM inhibition is effective at
removing spurious EC input which may interfere with pattern
recall.

Theta rhythm in the hippocampus has been shown to be
paced by the medial septal (MS) GABAergic neurons (Winson,
1978; Vertes and Kocsis, 1997). The MS and the hippocampus
are reciprocally connected (Toth et al., 1993). The parvalbu-
min-immunoreactive GABAergic neurons of MS (Freund,
1989), have been shown to selectively innervate GABAergic
interneurons in the hippocampus (Freund and Antal, 1988),
which in turn project back to MS and inhibit the MS
GABAergic neurons (Toth et al., 1993). GABAergic MS neu-
rons form two distinct populations exhibiting highly regular
bursting activity that is coupled to either the trough or the
peak of hippocampal theta waves (Borhegyi et al., 2004).

Cutsuridis et al. (2008, 2009) were the first to introduce a
detailed biophysical model of the CA1 microcircuit in order to
investigate how storage and recall are controlled in CA1 in the
presence of various inhibitory interneurons and as a function of
input pattern loading and presentation frequency. The neuronal
diversity, morphology, ionic, and synaptic properties, connectiv-
ity, and spatial distribution closely followed known experimen-
tal evidence of the hippocampal microcircuitry (Cutsuridis
et al., 2010). In a subsequent modeling study, Cutsuridis et al.
(2010) extended the model of the CA1 microcircuitry to test
its recall performance of new and previously stored static pat-
terns as well as its memory capacity in the presence/absence of
various inhibitory interneurons.

In this article, we extended these models and investigated
how gating, encoding, and retrieval of spatial memories in the
correct order are achieved by the CA1 pyramidal cells during
theta oscillations in the presence of different forms of hippo-
campal and septal inhibition. In contrast to previous models
(Cutsuridis et al., 2008, 2010; Cutsuridis and Wennekers,
2009), our model used simplified morphologies of pyramidal
cells and inhibitory interneurons. Our network consisted of an
AAC, a BC, a BSC, an OLM, four IVYs, and four NGLs (see
Fig. 1). Distal and proximal dendrites of the PCs were excited
by EC perforant path and CA3 Schaffer collateral inputs
(Witter, 2010). Hippocampal inhibitory interneurons were
inhibited by MS inputs (Freund and Antal, 1988). Excitatory
and inhibitory inputs to PC distal dendrites were modulated
by dopamine (DA), which acted as a gate-keeper opening and
closing the gate in the PC distal dendrites in a frequency-de-
pendent manner (Ito and Schumann, 2007). Plasticity effects
in the distal and proximal PC dendrites were measured via a
mechanism for spike-timing-dependent plasticity (STDP),
which responded to the instantaneous calcium level and its
time course in the dendrite (see Fig. 2). Our model simulated
accurately the timing of firing of different hippocampal cell
types relative to theta oscillations (Borhegyi et al., 2004; Klasu-
berger and Somogyi, 2008). Also, our model addressed two im-
portant issues: (1) what are the roles of the different experi-
mentally reported classes of hippocampal and septal inhibitory
interneurons (Borhegyi et al., 2004; Klasuberger and Somogyi,
2008) in the correct ordering of spatial memories in CA1, and
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(2) how the hippocampal and septal inhibitory interneurons
contribute to the generation and maintenance of theta phase
precession of pyramidal cells (place cells) in CA1. Preliminary
results of this work have been published in Cutsuridis and Has-
selmo (2010) and Cutsuridis et al. (2011).

METHODS

Out of a wide range of possible models of region CA1 with
different cell types, cell numbers, connectivities, and possible
spike inputs timings and although experimental evidence has
shown that the relative percentages of pyramidal cells to inhibi-
tory interneurons are 90% to 10% (Baude et al., 2007; Cutsur-
idis et al., 2010b), we, instead, modeled the present minimal
canonical CA1 microcircuit (see Fig. 1), whose properties are
detailed in the subsequent subsections, consisting of only four
PCs and six types of inhibitory interneurons: a BC, an AAC, a
BSC, four IVYs, four NGLs, and an OLM cell, in order to
investigate the biophysical mechanisms by which pyramidal
cells in CA1 (1) gate, encode, and retrieve spatial memories in
the correct order in the presence of various forms of intra- and
extrahippocampal inhibition, (2) time their activities with
respect to other CA1 and septal interneurons during theta
oscillations, and (3) manage to systematically shift their phase
of firing to earlier phases of the theta rhythm as the animal
transverses the place field (theta phase precession) as it has

experimentally been observed in animals transversing a linear
track (O’Keefe and Recce, 1993; Skaggs et al., 1996).

In the model, IVYs, although never reported to be as numer-
ous as PCs, are local interneurons in stratum radiatum (SR)
recurrently excited by the PCs (Fuentealba et al., 2008a,b).
Similarly, NGLs, although never reported to be as numerous as
PCs, are local interneurons in lacunosum-moleculare (LM)
layer modulating the perforant path input to each PC’s distal
dendrites (Fuentealba et al., 2010). Hence, we considered four
IVYs and four NGLs in our network, each as the SR and LM
inhibitory companion of each PC.

Hodgkin-Huxley mathematical formalism was used to
describe the ionic and synaptic mechanisms of all cells (see Ap-
pendix). The biophysical properties of each cell were adapted
from cell types reported in the literature (White et al., 1998;
Dickson et al., 2000; Fransen et al., 2002, 2004; Kunec et al.,
2005; Cutsuridis and Wennekers, 2009; Cutsuridis and Has-
selmo, 2010; Cutsuridis et al., 2008, 2010, 2011).

Pyramidal Cells

Each CA1 PC consisted of four compartments: an axon, a
soma, a proximal dendrite, and a distal dendrite. Active proper-
ties included a fast Na1 current, a delayed K1 rectifier current,
a low-voltage-activated (LVA) L-type Ca21 current, an A-type
K1 current, an h-current and a calcium-activated mAHP K1

current (see the Appendix for mathematical details of these
currents). The conductance of the h-current was set to 0.005

FIGURE 1. Hippocampal CA1 microcircuit showing major cell
types and their connectivity. Black arrow lines: excitatory input con-
nections. Black filled circles: CA1 inhibitory connections. Light
gray arrow lines: PC excitatory connections. Dark gray filled circles:

septal inhibitory connections. EC: Layer III entothinal cortical
input. CA3: CA3 Schaffer collateral input. PC: pyramidal cell. AAC:
axo-axonic cell. BC: basket cell. BSC: bistratified cell. OLM: oriens
lacunosum-moleculare cell. NGL: neurogliaform cell. IVY: ivy cell.
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mS/cm2 at the soma, 0.01 mS/cm2 at the proximal dendrite,
and 0.02 mS/cm2 at the distal dendrite. No recurrent connec-
tions were assumed between PCs in the network.

Each CA1 PC received AMPA and NMDA excitation from
the CA3 Schaffer collaterals and entorhinal cortex (EC) in their
proximal and distal dendrites, respectively, and GABAA synap-
tic inhibition from BC cells to the soma, from AAC cells to
the axon, from BSC and IVY cells to the proximal dendrite
and from NGL and OLM cells to the distal dendrite.

Inhibitory Interneurons

All inhibitory interneurons (INs) consisted of a single com-
partment (soma). Active properties of BC, AAC, BSC, and
IVY included a fast Na1, a delayed rectifier K1, a leakage,
and a type-A K1 currents (Cutsuridis et al., 2010; Cutsuridis
and Hasselmo, 2010). Active properties of the OLM cell
included a fast Na1 current, a delayed rectifier K1 current, a
persistent Na1 current, a leakage current, and an h-current
(White et al., 1998; Dickson et al., 2000; Fransen et al., 2002,
2004; Kunec et al., 2005; Cutsuridis and Hasselmo, 2010),
whereas those of the NGL cell included a fast Na1 current, a
delayed rectifier K1 current and a leakage current (see the Ap-
pendix for mathematical details of these currents).

AAC and BC received excitatory inputs from the EC perfo-
rant path and the CA3 Schaffer collaterals and inhibition from
the medial septum (MS). AAC was modeled as a burst cell
turning on and off before the BC, as it was depicted by the
Klausberger and Somogyi (2008) study, where the firing rate

response of AAC ends before the firing rate response of BC [see
Fig. 2 in Klausberger and Somogyi’s study (2008)]. BC was mod-
eled as a slow integrator [see Fig. 2 in Klausberger and Somogyi’s
study (2008)]. The BC received additional inhibition from the
BSC. The BSC was excited by the CA3 Schaffer collateral input
only, inhibited by the MS and the BC. Each IVY cell in the net-
work was recurrently excited by its companion PC. NGL cells
were excited by the EC input only and inhibited by the OLM
cell (Capogna, 2011). The OLM cell received recurrent excita-
tion from all PCs and feedforward inhibition from the MS.

Model Inputs

The dynamics of the network were influenced by a number
of external inputs. Excitatory inputs (spikes) to network cells
originated from the EC and the CA3 Schaffer collaterals,
whereas external GABAA inhibitory input originated from the
MS. The EC input excited the distal dendrites of the PCs,
whereas the CA3 input excited the proximal dendrites.

Each pyramidal cell in the network received a different set of EC
and CA3 inputs (PC1 was excited by EC1 and CA31, PC2 by EC2

and CA32, PC3 by EC3 and CA33 and PC4 by EC4 and CA34) (see
Fig. 1). The proper order by which the EC and CA3 inputs were
presented to each PC (EC1 and CA31 first, followed by EC2 and
CA32, then by EC3 and CA33 and finally by EC4 and CA4) was
ensured (gated) by dopamine in the LM layer (see Dopamine Mod-
ulation section for details). The duration of each set of EC and
CA3 inputs is 2,250 ms [this corresponds to nine theta cycles, each
theta cycle with duration of 250 ms; this was designed to match the
average number of theta cycles within a place field (Maurer and
McNaughton, 2007)]. The presentation frequencies of the EC and
CA3 inputs are set to 100 Hz (interspike interval, ISI 5 10 ms)
and 50 Hz (ISI5 20 ms), respectively (Colgin et al., 2009).

Inhibitory MS inputs (spikes) were turned on and off at specific
phases of the theta rhythm. One MS input was turned on near the
peak of the extracellular theta (MS180) (Borhegyi et al., 2004),
whereas the other one near its trough (MS360) (Dragoi et al., 1999).
All network inhibitory interneurons except for the IVY and NGL
cells were inhibited by the MS inputs (Borhegyi et al., 2004).

Presynaptic GABAB Inhibition

A presynaptic GABAB inhibition that cyclically changed with
respect to the external theta rhythm (Molyneaux and Hasselmo,
2002) modulated the strength of Schaffer collateral input to
the PC proximal synapses. This GABAB modulation was mod-
eled with a 50% reductive scaling of the CA3 input strength
during the peak phase of each theta cycle and a lack of reduc-
tive scaling of the CA3 input strength during the trough phase
(Cutsuridis et al., 2010).

Synaptic Plasticity

A mechanism for STDP in each PC dendrite was used to
model plasticity effects. The mechanism had a modular struc-
ture consisting of three biochemical detectors: a potentiation
(P) detector, a depression (D) detector, and a veto (V) detector

FIGURE 2. Pyramidal cell model with calcium detectors in
distal and proximal dendrites. Synaptic plasticity at the dendritic
synapses (circled regions) is governed by two model calcium detec-
tor systems. P: potentiation detector; A, B: intermediate elements;
D: depression detector activated by B and vetoed by V; V: veto de-
tector; W: synaptic weight. P and D compete to influence the plas-
ticity variable W, which serves as a measure of the sign and magni-
tude of synaptic strength changes from the baseline.

1600 CUTSURIDIS AND HASSELMO

Hippocampus



(Rubin et al., 2005). Each detector responded to the instantaneous
calcium level and its time course in the dendrite. The potentiation
(P) detector triggered LTP every time the calcium levels were above
a high-threshold (4 lM). The depression (D) detector detected
calcium levels exceeding a low threshold level (0.6 lM). When the
calcium levels remained above this threshold for a minimum time
period, LTD was triggered. The veto (V) detector detected levels
exceeding a midlevel threshold (2 lM) and triggered a veto to the
D response. P and D compete to influence the plasticity variable
W [see Eq. (30)], which serves as a measure of the sign and magni-
tude of synaptic strength changes from the baseline.

Calcium entered the neuron through: (1) voltage-gated cal-
cium channels (VGCCs) and (2) NMDA channels located at
each dendrite. Plasticity resulted from the synergistic action of
these two calcium sources (NMDA and VGCC). A graphical
schematic of the model pyramidal cell and its calcium detectors
for STDP is shown in Figure 2.

During the peak phases of theta the AMPA and NMDA
synaptic conductances in the proximal dendrite of the PCs
were modeled as

gsyn ¼ ðws � w þW Þ � gmax ð1Þ

where ws is the scaling factor (set to 0.5 for the present simula-
tions) due to presynaptic GABAB inhibition, w is synaptic
strength, and W is given by Eq. (29). During the trough phases
of theta the GABAB inhibition was removed (i.e. ws 5 1) and
the proximal AMPA and NMDA conductances were described as,

gsyn ¼ ðw þW Þ � gmax ð2Þ

During theta the AMPA and NMDA synaptic conductances in
the distal dendrites of the pyramidal cells were described by

gsyn ¼ ðw þW Þ � gmax ð3Þ

Dopamine Modulation

In the hippocampus the primary targets of DA are the subic-
ulum and region CA1 (Gasbarri et al., 1997). In CA1, the dis-
tal and proximal dendrites of pyramidal neurons are both tar-
geted by the DAergic neurons (Cobb and Lawrence, 2010).
Previous studies have shown that when DA is applied to the
bathing solution, the field-EPSP (fEPSP) evoked by the EC
temporoammonic (TA) pathway stimulation is depressed,
whereas the fEPSP by the CA3 Schaffer collateral (SC) pathway
stimulation remains unaltered (Otmakhova and Lisman, 1999).
Subsequent studies by Ito and Schuman (2007) demonstrated
that DA acts as a gate on the direct cortical input to the CA1
PC distal dendrites, modulating the information flow and the
synaptic plasticity in a frequency-dependent manner. During
low frequency stimulation, DA depresses the excitatory TA
inputs to both CA1 pyramidal cells and NGL interneurons via
presynaptic inhibition, whereas during high frequency stimula-
tion, DA potently facilitates the TA excitatory drive onto CA1

pyramidal neurons, while diminishing the feedforward NGL
inhibition to the distal PC dendrites.

Although we did not explicitly model the activity of DA
cells, we assumed a tonic presence of DA and modeled effects
of the tonic DA in the following way [see Eq. (50)]: when a
pyramidal cell (place cell) was inside its place field, then high
frequency EC stimulation impinged on both NGL interneuron
and the PC distal dendrite. During this high frequency stimula-
tion environment, the strength of the NGL inhibition to the
PC distal dendrites was set to 1.1 (wngl-to-pc 5 1.1), whereas
the DA level was set to 0.73, thus reducing the inhibitory
effect of the NGL cell to the PC distal dendrite and hence
opening the gate. Dendritic spikes in the distal PC dendtites
are evident, which propagate to the PC soma and generate
action potentials (see Fig. 3). On the other hand, when a place
cell was outside its place field, then both PC and NGL neurons
received low frequency EC and CA3 stimulations [one to three
spikes per theta cycle (Alonso and Garcia-Austt, 1987)].
Although the strength of the NGL inhibition to PC distal den-
drites remained unchanged, the modulation level of DA on the
strength of the NGL inhibition was increased to 1 in order to

FIGURE 3. (A) Voltage traces of a pyramidal cell (place cell)
firing inside its firing field with respect to the external theta oscil-
lation in the presence of high frequency EC (100 Hz) input and
NGL inhibition. All other inhibitory cells, although present in this
simulation run, do not connect with the pyramidal cell, but only
with each other. The NGL cell discharges during the peak phase of
theta and remains silent during the trough phase of theta due to
the recurrent OLM inhibition, which discharges during the trough
phase of theta (see Fig. 7D). In order to simulate the high-pass fil-
ter properties of DA during high frequency stimulation (i.e. when
the cell is inside its place field), then the strength of the NGL inhi-
bition to PC distal dendrites remained unchanged and the DA
level is reduced to 0.73, thus reducing the inhibitory effects of the
NGL to PC distal dendrite. Note the presence of high frequency
dendritic spikes at the distal PC dendrites even in the presence of
high frequency NGL inhibition. These distal PC dendritic spikes
propagate to the PC soma and generate action potentials. The PC
discharge frequency increases in every subsequent theta cycle due
to the continuously increasing synaptic weight in the proximal and
distal PC dendrites due to STDP (data not shown).

GATING, STORAGE, AND RETRIEVAL OF SPATIAL MEMORIES 1601

Hippocampus



simulate the closing of the gate by DA. The low-frequency
stimulation then allowed the NGL to feedforwardly inhibit the
PC distal dendrites, thus causing the PC to stop firing or at
most fire one spike per theta cycle (see Fig. 4).

RESULTS

Gating and Timing of Spatial Memories During
Theta Oscillations

Successful spatial navigation requires the encoding (storage)
and retrieval (remembering) of spatial locations in the hippo-
campus in a sequential manner across time. In this article,
encoding refers to the modification of synapses of place cells
responding to sequentially visited locations. Retrieval refers to
the sequential reactivation of the next place cell by activity in
the place cell that preceded it during encoding. Successful re-
trieval of spatial memories in time requires encoding these
memories in the correct order. Such an ordering of memories
may be accomplished by the opening of gates (gating) in the
correct order. Gating refers to the regulation of inhibitory
influences to allow the appropriate neural activity during spe-
cific functional phases. Below we describe the mechanisms by
which gating, encoding, and retrieval of spatial memories may
occur in region CA1 of the hippocampus.

The virtual paradigm we simulated was a rat running on a
linear track (see Fig. 5). In our environment the rat had to visit
four places (‘‘place 1,’’ ‘‘place 2,’’ ‘‘place 3,’’ and ‘‘place 4’’) in
order to traverse the track. Each place was encoded by a differ-

ent pyramidal cell (place cell) in the CA1 network (‘‘place 1’’
by PC1, ‘‘place 2’’ by PC2, ‘‘place 3’’ by PC3 and ‘‘place 4’’ by
PC4), which fired at high frequency when the cell was inside
its place field (see Fig. 3) and at low frequency (or did not fire)
when the cell was outside the PF (see Fig. 4). The time the rat
spent inside a PF was equal to the duration of nine theta
cycles, with each theta cycle lasting 250 ms, a total duration of
2,250 ms. This was used to model the average duration of run-
ning time through an individual place field (Maurer and
McNaughton, 2007). At time t 5 0 ms and when the PC1

(place cell) was inside its place field (0–2,250 ms), a high fre-
quency (100 Hz) input from EC1 excited both the NGL1
interneuron and the distal PC1 dendrite.

During this high frequency input for the PC1, the selective
effects of DA modulation on high frequency input opened the
gate to encoding and retrieval by PC1 of the place 1 memory
pattern (EC1) and its context (CA31) during the theta oscilla-
tion. DA opened this gate by setting the strength of the NGL1
inhibition to PC1 distal dendrite to a low value, thus reducing
the NGL inhibition to the PC distal dendrites and facilitating
the EC1 excitatory drive onto PC distal dendrites (Ito and
Schumann, 2007). At the same time DA closed the gate to
encoding and retrieval by PC2–4 of place 2–4 memory patterns
(EC2–4) and their contexts (CA32–4). DA closed these gates by
setting the strength of the NGL2–4 inhibition to PC2–4 distal
dendrites to a high value, thus increasing the NGL inhibition
to the PC distal dendrites and suppressing the effect of the
EC2–4 excitatory drive onto the PC2–4 distal dendrites. Concur-
rently with the high frequency EC1 input to PC1, a low fre-
quency (50 Hz) input from CA3 Schaffer collaterals (CA31)
excited the proximal dendrites of the PC1. On its own, the
EC1 input generated dendritic spikes, which propagated to the
soma and generated action potentials in the PC1 soma (see Fig.
6A) (Brun et al., 2002, 2008). Similarly, the CA31 input gener-
ated excitatory postsynaptic potentials (EPSPs), which failed to
generate somatic action potentials in PC1 during the first half
of the theta rhythm, because its strength to PC1 proximal den-
drites was reduced by 50% due to presynaptic GABAB inhibi-
tion (see Presynaptic GABAB Inhibition section for details) (see
Fig. 6B) (Brun et al., 2002, 2008). When the EC1 and CA31

FIGURE 4. Voltage traces of a pyramidal cell (place cell) firing
outside its firing field in the presence of low frequency EC input,
DA modulation, and NGL inhibition. All other inhibitory cells,
although present in this simulation run, do not connect with the
pyramidal cell, but only with each other. The strength of the NGL
inhibition to PC distal dendrites (wNGL-to-PC) is set to 1.1 and the
DA level to 1, in order to simulate the closing of the gate by DA
(see Dopamine Modulation section for details). Note the pyramidal
cell fires at low frequency (at most one spike per theta cycle) due
to the increased feedforward NGL inhibition.

FIGURE 5. A rat running along a linear track. Gray filled
ellipses represent the place fields of four pyramidal cells (place
cells) in the network. Note their fields are nonoverlapping. The
time the rat spends in each place field is equal to nine theta cycles,
with each theta cycle lasting 250 ms, a total time of 2,250 ms. As
the rat transverses the place field, each PC shifts its firing to earlier
phases of the theta rhythm.
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FIGURE 6. (A) Response of the soma, proximal dendrite, and distal dendrite of the model pyramidal cell when only the EC input
impinges on its distal dendrite. All inhibition is switched off in this example. When the presentation frequency of the input is high (100
Hz) it produces dendritic spikes, which propagate toward the soma and generate action potentials (Burn et al., 2002, 2008). (B)
Response of the soma, proximal dendrite, and distal dendrite of the model pyramidal cell when only the CA3 Schaffer collateral input
impinges on its proximal dendrite. All inhibition is switched off in this example. Note that when the presentation frequency of the input
is high (50 Hz), it produces dendritic spikes only during the second half of theta when presynaptic GABAB inhibition is lifted off (Brun
et al., 2002, 2008) (see Model Architecture and Properties section for details). (C) Response of the soma, proximal dendrite, and distal
dendrite of the model pyramidal cell when both the EC and the CA3 Schaffer collateral inputs impinge on the distal and proximal den-
drites of the pyramidal cell. All inhibition is switched off in this example.
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inputs arrived at the same time at the proximal dendrites of
the PC1, then action potentials were generated in the PC1

soma (see Fig. 6C) (Jarsky et al., 2005).
However, as experimental evidence (Klausberger et al.,

2003, 2004; Klausberger and Somogyi, 2008) has shown, the
PCs are silent during the peak phase of theta [90–2708 in the
Klausberger studies (2003, 2008)]. In the model presented
here, the peak phase of theta corresponds to an encoding
phase when input modifies the strength of synapses but does
not evoke spiking output at the soma. During the peak phases
of theta, the coincident EC1 and CA31 inputs caused first the
AAC to fire action potentials (APs), which inhibited the axons
of PC1 and prevented it from firing APs (Klausberger et al.,
2003) (see Fig. 7A). Once the AAC stopped firing, then the
BC, which was modeled as a slow integrator (Klausberger

et al., 2003), started firing due to the coincident EC1 and
CA31 inputs to its soma (see Fig. 7B). The role of the BC
was to inhibit the PC1 and prevent it from firing as well as to
contribute with the septal MS180 input to the inhibition of
the BSC (see Fig. 7C), whose inhibition could affect the for-
ward association of the EC1 and CA31 inputs in the PC1

proximal dendrite by reducing the rate of change of the syn-
aptic weight there (data not shown). The BSC, along with the
OLM cell, were inhibited by the septal MS180 inhibitory
input, which was turned on during the peak phase of the
theta oscillation (see Fig. 7C). The septal MS360 input was off
during the peak phase of theta, which in turn disinhibited the
AAC and BC, and allowed them to fire and carry-on with
their inhibitory functions during the peak phase of theta (see
Fig. 7C).

FIGURE 7. Schematic of how model cells operate and their corresponding firing responses during a theta cycle (0–250 ms). (A) Con-
tinuously and concurrently present during the entire theta cycle gamma modulated EC (100 Hz) and CA3 (50 Hz) inputs excite the
AAC, which in turn inhibit the axon of a PC, thus pausing the firing of the PC for the most part of the peak phase of theta (0–100
ms). At the same time the EC input excites the PC distal dendrite and the NGL cell, which in turn inhibits the distal dendrites of the
PC. The strength of the CA3 input to the proximal dendrite is suppressed by 50% during the peak phase of theta by the presynaptic
GABAB inhibition. This inhibition is removed during the trough phase of theta. (B) When the AAC stops firing, the BC which is excited
by the EC and CA3 inputs starts firing, which inhibits the PC soma and prevents the PC from firing for the remaining of the peak phase
of theta. (C) BC inhibits during the peak phase of theta with the help of the MS180 the BSC, thus preventing it from interfering with
the forward association of the EC and CA3 inputs at the proximal PC dendrite. MS180 also inhibit the OLM, which in turn dis-inhibit
the PC distal dendrite as well as the MS360, which dis-inhibits the AAC and BC. (D) During the trough phase of theta the presynaptic
GABAB inhibition to the CA3 input to the PC proximal dendrite is removed and the MS360 is turned on. BC, AAC, and MS180 are now
inhibited by the MS360 inhibition, thus releasing the PC, BSC, and OLM cells from inhibition. In turn OLMs inhibit the NGLs. Recur-
rent excitation from the PC excites the IVY cells.
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In contrast to encoding at the peak phase of theta, the
trough phase of theta provides dynamics appropriate for re-
trieval of previously encoded associations. The trough phase of
the theta [270–4508 in the Klausberger studies (2003, 2004,
2008)] began as the presynaptic GABAB inhibition to CA31
Schaffer collateral input to PC1 synapse was removed and
MS360 inhibition was turned on (see Fig. 7D). Because of this
septal input, the BC and AAC are now inhibited, releasing the
PC1, BSC, and OLM from inhibition (see Fig. 7D). The
MS180 is now off, which in turn dis-inhibits the BSC and
OLM cells (see Fig. 7D). To ensure the ‘‘correct’’ PC fires and
hence the ‘‘correct’’ place memory is retrieved, the disinhibited
BSC broadcasts to all PCs a nonspecific inhibitory signal,
which allows the ‘‘correct’’ PC (in this case the PC1) driven by
the CA3 input in its proximal dendrite to discharge with the
proper rate and phase with respect to the theta oscillation [due
to the potentiation (via STDP) of the proximal synapse during
the peak phase of each theta cycle], while quenching all other
PC firing in the network (e.g. subsequent memories in the
sequence). The ‘‘proper’’ temporal window with respect to the
theta oscillation to which the PC1 should fire was ensured by
the activated IVY cell, which got activated by the recurrent
PC1 excitation and in turn broadcast a second inhibitory signal
to the proximal PC1 dendrite (see Fig. 7D). The OLM cell,

which got activated by all PCs in the network, in turn inhib-
ited the NGLs (Capogna, 2011) and the distal PCs’ dendrites
allowing the CA3 input to drive the PC(s) during retrieval. As
we shall see in the next section, the CA3 input drove CA1 PCs
and INs to show theta phase precession.

During every theta cycle, the distal and proximal dendrites
of each PC were potentiated or depressed according to a local
STDP rule applied to each dendrite, which measured whether
the peak and time course of each calcium spike was above a
certain threshold (4 lM for potentiation, 2 lM for veto, and
0.6 lM for depression) (see Synaptic Plasticity and Appendix
sections for details). Figure 8B depicts the time courses of the
proximal and distal synaptic strengths during the duration of
the all theta cycles the place cell (PC1) was inside the PF.

At the same time PC1 was inside its PF (0–2,250 ms)
and the encoding and retrieval processes were taking place
as described above, PC2–4 were outside their PFs. Low fre-
quency EC2–4 and CA32–4 inputs impinged on PC2–4 distal
and proximal dendrites, respectively, causing them to fire
one to three spikes per theta cycle due to the frequency de-
pendent role of dopamine (see Dopamine Modulation sec-
tion for details; see Fig. 4). AAC, BC, BSC, OLM, IVY2–4,
and NGL2–4 inhibition operated the same way as in the
case of PC1.

FIGURE 7. Continued
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Similar patterns of firing with the respect to the external theta
appeared in the remaining three PCs (PC2, PC3, and PC4) in the
network when the simulated rat was inside their place fields (not
shown). PC2 was activated right after PC1 (2,251–4,500 ms),
PC3 right after PC2 (4,501–6,750 ms), and PC4 right after PC3

(6,751–9,000 ms) (see Fig. 1). The correct gating of spatial mem-
ories was guaranteed by dopamine which opened the gate to the
appropriate memory to be encoded and retrieved by the firing of
the proper PC and closed the gate to the inappropriate one(s) on
a frequency dependent manner (Ito and Schumann, 2007).

Overall, the dynamics of the model is complex, but different
cell types play different functional roles at different phases of

theta rhythm to prevent new information from being retrieved
as if it were previously encoded. In summary, during the peak
phase of theta (encoding) when new entorhinal input is being
encoded, the activity of the AAC and BC cells prevented this
activity from being interpreted as retrieval by inhibiting the
spiking output from CA1 pyramidal cells. During the trough
phase of theta (retrieval), the AAC and BC cells are inhibited
by the MS360 cells, thus disinhibiting the PCs allowing them
to fire (i.e. retrieve the pattern) and excite the OLM cells. The
OLM cells serve to inhibit the entorhinal input with new infor-
mation. The BSC cells provided a general level of inhibition
within the network to allow selective firing of the correct pat-
tern for retrieval. The IVY cells, which were recurrently excited
by the PC cells, provided a second level of inhibition, which
ensured that the PCs fired at the experimentally observed theta
phase. The MS input and interactions between interneurons
serve to maintain these phase relationships.

In the next section, we investigate the mechanisms of genera-
tion and maintenance of theta phase precession of place cells in
region CA1.

Mechanisms of Theta Phase Precession in CA1

In addition to place cells firing at the trough phase of theta,
place cells have been shown to progressively shift to earlier
phases of the theta rhythm as the animal transverses its place
field (a phenomenon known as theta phase precession)
(O’Keefe and Recce, 1993). The observed properties of the
theta phase precession of place cells include the following: (1)
all place cells start firing at the same initial phase (O’Keefe and
Recce, 1993); (2) the initial phase is on average the same on
each entry of the rat into the place field of a place cell; (3) the
total amount of phase precession is always less than 3608
(O’Keefe and Recce, 1993); (4) the firing rate of the place cell
increases as the position of the rat in the place field increases,
reaching a maximal value at about 2008 and beyond this point
it decreases again (Harris et al., 2002; Mehta et al., 2002).

Over the years many computational network and cellular
models of phase precession have been proposed (O’Keefe and
Recce, 1993; Jensen and Lisman, 1996; Tsodyks et al., 1996;
Wallenstein and Hasselmo, 1997; Kamondi et al., 1998;
Magee, 2001; Harris et al., 2002; Lengyel et al., 2003; Has-
selmo and Eichenbaum, 2005; O’Keefe and Burgess, 2005;
Gasparini and Magee, 2006; Thurley et al., 2008; Harvey
et al., 2009; Cutsuridis et al., 2011). These models make dif-
ferent predictions about the mechanisms giving rise to the theta
phase precession, which depend on their initial assumptions
regarding the nature of the inputs. For example, in the dual os-
cillator interference model (O’Keefe and Burgess, 2005), two
sets of theta-modulated inputs at different frequencies interfere
to create a beat-like pattern of membrane potential fluctuations.
In other models (Tsodyks et al., 1996), symmetric or asymmet-
ric ramp inputs interact with the theta-modulated inhibitory
inputs.

Here we investigate how the interaction of the EC and CA3
inputs presented at different frequencies and phases with

FIGURE 8. (A) Tonic EC and CA3 inputs to both CA1 pyram-
idal cells and inhibitory interneurons. Spiking activity of CA1 and
septal cells with respect to simulated theta oscillation as measured
from the pyramidal layer of CA1. Arrows indicate the phase the
place cell fired with respect to theta. Note that at the beginning of
the PF (first theta cycle), the place cell fired near the trough of
theta. As the rat approached the end of the PF (ninth theta cycle),
the place cell fired just after the peak of theta, having precessed
almost by 1808. (B) Synaptic strengths of CA1-PC proximal and
distal dendrites as a function of time.
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respect to the LFP theta in the presence of different forms of
inhibition affect the synaptic plasticity at the distal and proxi-
mal dendrites of the PCs and how in turn the interaction of
plasticity and inhibition affects the theta phase precession of
the network cells. Out of a wide range of possible models, we
here focus on four cases: (1) when both pyramidal and inhibi-
tory cells receive tonic input from EC and CA3; (2) when the
pyramidal cells receive CA3 input that is phase precessing and
tonic input from the EC, whereas the inhibitory interneurons
receive tonic input from both EC and CA3 (e.g. through a dif-
ferent population of CA3 cells); (3) when both PCs and INs
receive excitatory tonic input from EC, excitatory CA3 phase

precessing input of constant frequency and phase precessing in-
hibitory input from the septal cells; and (4) when both PCs
and INs receive tonic input from EC, CA3 phase precessing
input of varying frequency and phase precessing inhibitory
inputs from the septum and the activation of presynaptic
GABAB inhibition.

We started our investigation with tonic EC and CA3 inputs
present constantly throughout the nine theta cycles of each PF
to the excitatory and inhibitory cells in the network. We
observe (see Fig. 8A) that at the beginning of the place field
(first theta cycle), the PC (place cell) fired its first spike near
the trough of the external theta. As the rat approached the end

FIGURE 9. (A) Tonic EC and CA3 inputs to CA1 inhibitory interneurons, tonic EC input to pyramidal cells, and constant frequency
phase precessing CA3 input to PCs. CA1 interneuron inhibition was set to a low level. Spiking activity of CA1 and septal cells with
respect to simulated theta oscillation as measured from the pyramidal layer of CA1. Arrows indicate the phase the place cell fired with
respect to theta. Note that due to low and nonprecessed inhibition the place cell fires the same way as in Figure 8. (B) Synaptic strengths
of CA1-PC proximal and distal dendrites as a function of time. (C) Time course of calcium (v) in the soma, proximal, and distal den-
drites of the place cell. (D) Time courses of the potentiation (P), depression (D), veto (V), and intermediate elements (A and B) signals.
Parameter values used: wec-to-aac 5 1.2, wca3-to-aac 5 1.2, waac-to-pc 5 2, wbc-to-pc 5 0.7, wbc-to-bsc 5 30, wivy-to-pc 5 0.1. All other synaptic
strength parameter values are the same as in Table A1.
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of the place field (ninth theta cycle), the PC fired just after the
peak of theta, having precessed almost 1808. This phase
advancement was due to the constantly increasing strength of
the proximal PC synapse due to the STDP rule (see Fig. 8B),
which increased the tendency of the PC to fire at earlier phases
with respect to theta in the presence of a constant level of an in-
hibitory threshold (BSC inhibition). However, although the PC
discharges at earlier phases of theta as the rat transverses the
field, it continues to fire at all phases of the theta cycle. Further-
more, its firing rate continuously increases as the rat approaches
the end of the field and it remains anchored to the end of the
theta cycle. These latter findings come in disagreement with the

experimentally observed evidence (O’Keefe and Recce, 1993;
Skaggs et al., 1996; Kamondi et al., 1998; Harris et al., 2002;
Mehta et al., 2002), where the entire spike sequence of PC firing
precessed and its firing rate increased as the rat approached the
middle of the place field, reached its maximum just after the
middle of the field and decreased as the rat approached the end
of the field. Also, the phase relationships of the INs with respect
to the PCs and the LFP theta are disrupted (Klausberger et al.,
2003, 2004; Somogyi and Klausberger, 2005; Klausberger and
Somogyi, 2008; Klausberger, 2009).

Next we investigated the case where tonic EC and CA3
inputs excited the INs, tonic EC input excited the distal den-

FIGURE 10. (A) Tonic EC and CA3 inputs to CA1 inhibitory interneurons, tonic EC input to pyramidal cells, and constant fre-
quency phase precessing CA3 input to PCs. Inhibitory interneuron inhibition was set to a high level. Spiking activity of CA1 and septal
cells with respect to simulated theta oscillation as measured from the pyramidal layer of CA1. Arrows indicate the phase the place cell
fired with respect to theta. Note that due to high and nonprecessed inhibition the place cell fires at the trough of theta in every cycle.
(B) Synaptic strengths of CA1-PC proximal and distal dendrites as a function of time. (C) Time course of calcium (v) in the soma, prox-
imal, and distal dendrites of the place cell. (D) Time courses of the potentiation (P), depression (D), veto (V), and intermediate elements
(A and B) signals. Parameter values used: wec-to-aac 5 1.2, wca3-to-aac 5 1.2, waac-to-pc 5 2, wbc-to-bsc 5 30, wivy-to-pc 5 0.1, wbc-to-pc 5 0.7.
All other synaptic strength parameter values are the same as in Table A1.
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drites of the PCs, but phase precessing CA3 input excited the
proximal dendrites of the pyramidal cells. The CA3 input was
modeled to precess by approximately 408 in every subsequent
theta cycle having precessed a full 3608 by the ninth theta
cycle. When the INs inhibition was low (see Fig. 9A), then
PCs fired in a similar way as in the previous case. When the
INs inhibition was high (see Fig. 10A), then the discharge pat-
tern of the pyramidal cells did not precess at all. Therefore PC
firing is restricted to the trough of the theta oscillation (Klaus-
berger et al., 2003, 2004; Klausberger and Somogyi, 2008).
The between-phase relationships of firing of the pyramidal cell

with respect to the various inhibitory interneurons with respect
to the external theta are also preserved (Klausberger et al.,
2003, 2004; Klausberger and Somogyi, 2008). In both cases
(low and high inhibition), the proximal synaptic weight
decreased during the first few theta cycles and then it linearly
increased till the end of the simulation run. This was due to
the nonlinear interaction of the GABA inhibition and the cal-
cium accumulation in the PC proximal dendrite, which
depressed it for most of the theta cycles. In the first few theta
cycles of each case, GABA inhibition is dominating, thus cal-
cium level is below the 2 lM threshold [i.e. depression (D) de-

FIGURE 11. (A) Tonic EC and CA3 inputs to CA1 inhibitory interneurons, tonic EC input to pyramidal cells, constant frequency
phase precessing CA3 input to PCs, and phase precessing septal inhibitory input to CA1 inhibitory interneurons. Spiking activity of
CA1 and septal cells with respect to simulated theta oscillation as measured from the pyramidal layer of CA1. Arrows indicate the phase
the place cell fired with respect to theta. Note that the place cell starts with high firing rate (three spikes in first theta cycle) at the
trough of theta and precesses to a full 3608 by the ninth theta cycle. However, its firing rate is not consistent with the experimental evi-
dence (Harris et al., 2002; Mehta et al., 2002) since it continues to increase even when the rat approaches the end of the place field
(ninth theta cycle). (B) Synaptic strengths of CA1-PC proximal and distal dendrites as a function of time. (C) Time course of calcium
(v) in the soma, proximal, and distal dendrites of the place cell. (D) Time courses of the potentiation (P), depression (D), veto (V), and
intermediate elements (A and B) signals. Parameter values used: wec-to-aac 5 1.2, wca3-to-aac 5 1.5, wca3-to-bc 5 1, waac-to-pc 5 1.1, wbc-to-pc

5 0.6, wbc-to-bsc 5 30, wca3-to-bsc 5 1, wolm-to-pc 5 0.1, wpc-to-olm 5 1.3, wivy-to-pc 5 0.1, wngl-to-pc 5 0.1. All other synaptic strength pa-
rameter values are the same as in Table A1.
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tector is turned on] (see Figs. 9C and 10C) and the SC synap-
tic weight is decreasing (see Figs. 9B and 10B). After the first
few theta cycles, the calcium level crosses the 2 lM threshold
and the veto (V) signal is turned on, which inhibits the depres-
sion (D) signal and allows the potentiation (P) signal to take
over (see Figs. 9D and 10D). Thus, the SC synaptic weight
starts to monotonically increase (see Figs. 9B and 10B).

Next, we investigated the case where both PCs and INs
receive tonic inputs from EC, a CA3 input with constant fre-
quency throughout the place field that is phase precessing and
septal inhibition with constant frequency which is also phase
precessing by the same amount as the CA3 input. As before

the CA3 input phase advanced by 408 in every theta cycle hav-
ing precessed by a complete 3608 by the end of the ninth theta
cycle (end of the place field). We observe that the PC firing
precessed a full 3608 by the end of the place field and so all
INs (see Fig. 11A). The phase relationships between the PCs
and INs are also preserved due to the precessing of the septal
inhibition. However, the firing rate of the PCs is not consistent
with the experimental findings (Harris et al., 2002; Mehta
et al., 2002). Their firing rate continues to increase even when
the rat approached the end of the field. This was due to the
nonlinear interaction of the GABA inhibition and the calcium
accumulation in the proximal PC dendrite, which caused the

FIGURE 12. (A) Tonic EC and CA3 inputs to CA1 inhibitory interneurons, tonic EC input to pyramidal cells, varying frequency
phase precessing CA3 input to PCs and constant frequency phase precessing septal and presynaptic GABAB inhibitory inputs to CA1 in-
hibitory interneurons. Spiking activity of CA1 and septal cells with respect to simulated theta oscillation as measured from the pyramidal
layer of CA1. Arrows indicate the phase the place cell fired with respect to theta. Note all experimentally observed characteristics of theta
phase precession (see Mechanisms of Theta Phase Precession in CA1 section for details) are captured. (B) Synaptic strengths of CA1-PC
proximal and distal dendrites as a function of time. (C) Time course of calcium (v) in the soma, proximal, and distal dendrites of the
place cell. (D) Time courses of the potentiation (P), depression (D), veto (V), and intermediate elements (A and B) signals. Parameter
values used: wec-to-aac 5 1.2, wca3-to-aac 5 1.2, wca3-to-bc 5 1, waac-to-pc 5 1.1, wbc-to-pc 5 0.6, wbc-to-bsc 5 30, wca3-to-bsc 5 1, wolm-to-pc 5
0.1, wpc-to-olm 5 1.3, wivy-to-pc 5 0.1, wngl-to-pc 5 0.1. All other synaptic strength parameter values are the same as in Table A1.
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strength of the proximal PC synapses to increase linearly even
toward the end of the place field (see Fig. 11B). As before, in
the first few theta cycles, GABA inhibition is dominating, thus
calcium level is below the 2 lM threshold [i.e. depression (D)
detector is turned on] (see Fig. 11C) and the SC synaptic
weight is decreasing (see Fig. 11B). After the first few theta
cycles, the calcium level crosses the 2 lM threshold and the
veto (V) signal is turned on, which inhibits the depression (D)
signal and allows the potentiation (P) signal to take over (see
Fig. 11D).

Finally, we investigated the case where both PCs and INs
received tonic input from EC, a phase precessed CA3 input
whose frequency increased linearly (25–50 Hz) from the start
to the middle of the place field and decreased linearly by the
same amount from the center to the end of the field. In this
case, both septal and presynaptic GABAB inhibition precessed,
but with a constant frequency. We observe (see Figs. 12A and
13) that all of the experimentally observed characteristics of
theta phase precession detailed earlier in this section are cap-
tured: (1) the firing of the PC starts at the trough of the exter-
nal theta (beginning of the place field), (2) the firing of the PC
phase advances in every subsequent theta, (3) phase precession
is almost 3608 by the end of the place field (ninth theta cycle),
and (4) the firing rate of PC increases as the rat transverses the
field, peaks at about 2008 and decreases as the rat approaches
the end of the place field. The latter is due to the monotonic
decrease of the Schaffer collateral synaptic strength throughout
the simulation run, thus allowing the phase precessed CA3
input to take charge of the firing of the CA1 PCs (see Fig.
12B). The place cell fired sparsely in the first 1 s of the trial
run, after which its firing increased and phase precessed (see
Fig. 13). The decrease of the Schaffer collateral synaptic
strength was due to the low calcium accumulation level for
most of the time (below the 2 lM threshold) in the PC proxi-
mal dendrite (see Fig. 12C), which triggered the activation of

the depression (D) signal, which dominated the potentiation
(P) in the first four theta cycles and subsequently cancelled
each other in the remaining simulation run (see Fig. 12D),
thus keeping the synaptic strength depressed (see Fig. 12B). In
addition, the firing phase relationships between PCs and INs as
they have been observed in the Klausberger studies (2003,
2004, 2008) are preserved. Thus, within these sets of parame-
ters explored here this condition appears to most effectively
match the experimental data.

The results of the pyramidal cell firing rate as a function of
theta cycle number for the above four cases are summarized in
Figure 14.

DISCUSSION

General Issues

The present model is a model of spatial memory sequence
encoding and retrieval that simulates accurately many of the
experimentally observed biophysical properties of CA1 and MS
cells during theta oscillations, suggests functional roles for the
dopamine in the gating of information in CA1 in a frequency-
dependent manner and for the CA1 pyramidal and inhibitory
interneurons as well as medial septal cells in the encoding and

FIGURE 13. Spike phase advancement of a place cell during a
linear track running episode. The cell fired sparsely until 1 s into
the trial, when an intense period of firing occurred, accompanied
by phase precession (Harris et al., 2000).

FIGURE 14. Pyramidal cell firing rate as a function of theta
cycle number in the four cases identified in the Mechanisms of
Theta Phase Precession in CA1 section. Case 1: both pyramidal
and inhibitory cells receive tonic input from EC and CA3; Case 2
(low and high GABA): the pyramidal cells receive CA3 input that
is phase precessing and tonic input from the EC, whereas the in-
hibitory interneurons receive tonic input from both EC and CA3
(e.g. through a different population of CA3 cells); Case 3: both
PCs and INs receive excitatory tonic input from EC, excitatory
CA3 phase precessing input of constant frequency, and phase pre-
cessing inhibitory input from the septal cells; Case 4: both PCs
and INs receive tonic input from EC, CA3 phase precessing input
of varying frequency, and phase precessing inhibitory inputs from
the septum, and the activation of presynaptic GABAB inhibition.
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retrieval of spatial memories in the correct order, and investi-
gates quantitatively the mechanisms for the generation and
maintenance of theta phase precession of CA1 pyramidal cells
(place cells) in the presence of various forms of intra- and
extrahippocampal inhibition. Our model is an extension and
revision of the Cutsuridis et al. (2008, 2009, 2010) models of
the CA1 microcircuit, which addressed primarily the recall per-
formance and memory capacity of static memory patterns in
region CA1. The present model is based on experimentally
known intra- and extrahippocampal connectivity (see
‘‘Methods’’ section and References therein for details). Its neural
dynamics matched that of the firing activities of dominant cell
types in region CA1 and medial septum, such as PCs, AACs,
BCs, BSCs, IVY, NGL, OLM, etc. with respect to theta
oscillations.

Our model can account for many of the empirical signatures
of hippocampal dynamics such as

� CA1 cellular activity coupled to either the peak or the
trough of stratum pyramidale theta oscillations with the AAC,
BC, and NGL firing at the peak of theta and the OLM, BSC,
IVY, and PC firing at the trough of theta (Klausberger et al.,
2003, 2004; Somogyi and Klausberger, 2005; Klausberger and
Somogyi, 2008; Fuentealba et al, 2008a,b, 2010)
� GABAergic medial septal neuron exhibiting highly regular
bursting activity coupled to either the trough or the peak of
hippocampal theta rhythm (Borhegyi et al., 2004)
� Dopamine modulating the inflow of EC information (spatial
memories) to CA1 PC distal dendrites on a frequency-depend-
ent manner (Ito and Schumann, 2007)
� Pyramidal cell activity in CA1 phase precessing with respect
to theta oscillations (O’Keefe and Recce, 1993; Skaggs et al.,
1996)
� The initial phase of precession always starting at the end of
the theta rhythm and progressively shifted to earlier phases of
theta (O’Keefe and Recce, 1993; Skaggs et al., 1996)
� The total amount of phase precession always be less than
3608 (O’Keefe and Recce, 1993)
� Firing rate of the place cell increasing as the position of the
rat in the place field increases, reaching a maximal value at
about 2008 and beyond this point it decreasing again (Harris
et al., 2002; Mehta et al., 2002).
� Inhibitory interneuron activity in CA1 phase precessing with
respect to theta oscillations (Maurer et al., 2006; Ego-Stengel
and Wilson, 2007).
� Inhibitory interneurons showing multiple phase precessing
fields with respect to theta (data not shown) (Maurer et al.,
2006).

What Have we Learned From the Model?

Gating of cortical information in CA1

The model showed that the ordering of the EC spatial infor-
mation to CA1 in the correct order is achieved by DA modula-
tion of the strength of the NGL inhibition and EC excitation

onto the PC distal dendrites in a frequency-dependent manner,
which acted a gate-keeper (Ito and Schumann, 2007). In partic-
ular, during high frequency EC excitation to both NGL cell
and PC distal dendrites, the DA levels were kept to a low
value, thus diminishing the effects of the NGL inhibition to
the PC distal dendrites and allowing distal dendritic spikes due
to the impinged high frequency EC excitation to propagate to
the soma and generate action potentials (see Fig. 3). Thus, low
DA levels opened the gate to the entorhinal-hippocampal dia-
logue and allowed the memory pattern(s) to be encoded by the
CA1 pyramidal cell(s). On the other hand, during low fre-
quency EC excitation to both NGL cell and PC distal den-
drites, the DA levels were increased, thus allowing the NGL in-
hibition to feedforwardly inhibit the PC distal dendrites, caus-
ing the PC to stop firing (or at most fire one action potential
during a theta cycle), and interrupting the entorhinal-hippo-
campal dialogue (see Fig. 4).

Timing and roles of cells during theta oscillations

In the presence of continuous EC and CA3 excitation
throughout theta the activities of region CA1 inhibitory inter-
neurons were sculpted by MS inhibitory inputs. MS180 input
inhibited region CA1’s BSC and OLM cells during the peak of
theta measured in stratum pyramidale, whereas MS360 input
inhibited the AAC and BC cells during the trough of theta.
Because of the MS inhibition the activities of AACs and BCs
during the peak phases of theta inhibited the spiking output of
PCs, thereby preventing them from firing (i.e. retrieving the
memory; see Figs. 7A,B). In contrast, the activity of OLM cells
during the trough phase of theta inhibited the NGL cells and
the entorhinal input with the new information from interfering
with retrieval of the old information (CA3 input to PC proxi-
mal dendrites) (see Fig. 7D). The activity of the BSC provided
a general inhibitory threshold to all PCs in the network, allow-
ing in this manner the ‘‘correct’’ pyramidal cell to retrieve the
pattern (i.e. its tendency to fire has increased due to its suffi-
cient strengthening of its proximal synaptic weight causing it to
fire more than three action potentials during the trough phase
of theta; see Fig. 7D). The activity of the IVY cell during the
trough phase of theta provided a second threshold mechanism
which ensured that the pyramidal cell will fire during the
experimentally observed theta phase (see Fig. 7D).

Memory function would have been severely impaired if new
information arriving in the circuit was interpreted as the re-
trieval of previously stored information, resulting in false inter-
pretation of new information as old, or in the re-encoding of
an old event. Imagine that before you drive home your wife
calls to tell you to purchase some milk. If this new encoding is
confounded with prior retrieval, you might interpret this new
information as if you were remembering an old conversation
from the previous week, and therefore think you have already
done the task. Or conversely, if you recall an old conversation
about meeting for dinner at a restaurant, and this retrieval is
confounded with encoding and stored as if it were a new con-
versation, you might go to the restaurant instead of going
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home. These examples show how critical the separation of
encoding and retrieval can be for effective network function.

Theta phase precession in CA1

Hippocampal place cells have been shown to systematically
shift their phase of firing to earlier phases of the theta rhythm
as the animal is exploring an environment (a phenomenon
known as theta phase precession) (O’Keefe and Recce, 1993;
Skaggs et al., 1996). To remind our readers the observed prop-
erties of the theta phase precessed place cells are: (1) all place
cells start firing at the same initial phase (O’Keefe and Recce,
1993); (2) the initial phase is on average the same on each
entry of the rat into the place field of a place cell; (3) the total
amount of phase precession is always less than 3608 (O’Keefe
and Recce, 1993); (4) the firing rate of the place cell increases
as the position of the rat in the place field increases, reaching a
maximal value at about 2008 and beyond this point it decreases
again (Harris et al., 2002; Mehta et al., 2002).

Our model showed that theta phase precession in CA1 can
be generated only by theta phase precessed CA3 inputs and
maintained by the internal CA1 architecture in collaboration
with the medial septal inhibition under specific conditions.
First, our model showed that in order for the CA1 pyramidal
cells (place cells) to phase precess to a full 3608 as the rat
reaches the end of the place field, then an excitatory phase pre-
cessing input (CA3 Schaffer collateral input), should drive not
only the PCs, but also the inhibitory interneurons causing
them to also precess (i.e. case 4 described in Mechanisms of
Theta Phase Precession in CA1 section). An additional phase
precessing inhibitory input (MS180 and MS360), which inhibits
the CA1 inhibitory interneurons, is also required to ensure that
the between phase relationships of the PCs and the inhibitory
INs during theta, as they have been observed experimentally
(Klausberger et al., 2003, 2004; Fuentealba et al., 2008b;
Klausberger and Somogyi, 2008), are also maintained. Experi-
mental evidence has shown that layer 2 EC cells are phase pre-
cessing, but not the EC layer 3 cells (Hafting et al., 2008; Miz-
useki et al., 2009). The EC layer 2 cells drive both the DG
and CA3 excitatory cells, which in turn excite the proximal
dendrites of the CA1 PCs, whereas the EC layer 3 cells excite
only the distal dendrites of the CA1 PCs. Transient disruption
of the CA3 input to CA1 PCs has been shown to cause a tran-
sient block of their phase precession dynamics (Zugaro et al.,
2005). Therefore, our assumption to model only the CA3
input as providing phase precessed input is consistent with the
observed experimental findings. In addition, other experimental
evidence has shown that during spatial exploratory behaviour
on a linear track, inhibitory interneurons also show phase pre-
cession dynamics (Maurer et al., 2006; Ego-Stengel and Wil-
son, 2007). This finding supports our assumption that also the
CA1 inhibitory interneurons should be driven by the CA3
phase precessing input causing them to precess.

Second, our model showed that in order for the firing rate
of the place cells to increase as the rat moves through the place
field reaching a maximum value at about 2008, beyond which,

it decreases again (Harris et al., 2002; Mehta et al., 2002),
then the pyramidal cells (place cells) must increase and decrease
their firing activity only when: (1) a CA3 phase precessed input
is presented to both CA1 PCs and INs, whose frequency line-
arly increased from the start till the middle of the place field
and subsequently decreased linearly by the same amount till
the end of the field; and (2) the CA3 phase precessed input
was presented in conjunction with a phase precessed septal and
presynaptic GABAB inhibition to CA1 INs and PCs, respec-
tively, but with constant frequency. As before, because the CA1
inhibitory interneurons were excited by the CA3 phase pre-
cessed input (Mizuseki et al., 2009) and a phase precessed sep-
tal inhibitory input, then their phase relationships with the
CA1 pyramidal cells with respect to theta are maintained
(Klausberger et al., 2003, 2004; Klausberger and Somogyi,
2008). Furthermore, the model CA1 inhibitory interneurons’
firing activity phase precessed to earlier phases of theta as the
rat transversed the place field (Maurer et al., 2006; Ego-Stengel
and Wilson, 2007).

Finally, our model showed that in order for the firing rate of
a place cell to increase as the position of the rat in the place
field increases, reaching a maximal value at about 2008 and
beyond this point to decrease again (Harris et al., 2002; Mehta
et al., 2002), then the CA1 PC proximal synapse must be
slightly depressed (see Fig. 12B), thus preventing the firing ac-
tivity of the PCs to continuously increase as the rat approached
the end of the field and to remain anchored to the end of the
theta cycle (as in case 1 from the Mechanisms of Theta Phase
Precession in CA1 section).

What is Next?

Several extensions to the basic idea deserve further considera-
tion. One such idea is to scale up the network to match the
relative percentages of excitatory and inhibitory cells in CA1
[i.e. 90% excitatory cells and 10% inhibitory cells (Vida,
2010)]. Within the population of inhibitory cells, BC, BSC,
and AAC may represent 60%, 25%, and 15% of the popula-
tion (Baude et al., 2007). Scaling up our network model will
allow us to circumvent the case of a single theta phase precess-
ing interneuron inhibiting pyramidal cells with place fields at
different and overlapping locations, thus simultaneously inhibi-
ting pyramidal cells that are at different stages (i.e., theta
phases) of phase precession. In this case, a single theta phase
precessing interneuron may only correctly time only a few of
its postsynaptic pyramidal cells. However, if our scaled up net-
work consisted of, for example, 400 PCs and 24 inhibitory
interneurons (i.e. less than 10% inhibition), with each set of
100 PCs and 6 INs representing a microcircuit coding for a
spatial location, driven by EC and CA3 inputs presented at dif-
ferent, but overlapping times, then the potentially simultaneous
inhibition of PCs at different stages (i.e. theta phases) of phase
precession maybe overcome.

Another idea is to test the robustness of the scaled up model.
How would the firing patterns of CA1 interneurons and place
cells change with more realistic, noisy, input coming from mul-
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tiple EC and CA3 cells? How would random synaptic delays
affect the results? How will the results scale with noise in con-
nectivity parameters?

Finally, a future project could address how cholinergic and
GABAergic neurons from the medial septum facilitate (or do
not facilitate) the encoding, storage, and replay of place-cell
memories in the hippocampus, subiculum, and entorhinal cor-
tex during active waking, quiet waking, and slow wave sleep in
the presence of various types of inhibitory interneurons. Has-
selmo (1999) proposed a conceptual model of the two-stage
memory formation model (Buzsaki, 1989) in the presence of
low and high levels of acetylcholine (ACh). According to this
model (Hasselmo et al., 1996; Hasselmo, 1999) ‘‘the high lev-
els of ACh, which are present during active waking might set
the appropriate dynamics for encoding new information in the
hippocampus, by partially suppressing excitatory feedback con-
nections and so facilitating encoding without interference from
previously stored information.’’ On the other hand, when ACh
levels are low during quite waking and slow-wave sleep, this
suppression is released allowing a stronger spread of hippocam-
pal activity to reach the entorhinal cortex and neocortex, thus
facilitating the process of consolidation of separate memory
traces. However, when this model (Hasselmo, 1999) was pro-
posed very little was known about the firing properties of in-
hibitory interneurons in the hippocampus and medial septum
during theta and sharp-wave ripple activity. The dramatic
expansion of our knowledge about the anatomical, physiologi-
cal, and molecular characteristics as well as the connectivity
and synaptic properties of various inhibitory cell types (both
local and long-range) in the hippocampal and septal microcir-
cuits (Cutsuridis et al., 2010) will allow us to decipher the bio-
physical computations of information processing therein during
waking and slow wave sleep.
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APPENDIX: MATHEMATICAL FORMALISM

This appendix contains the mathematical formalisms of the
model cell types. Simulations were performed using the
XPPAUT (Ermentrout, 2002). Data analysis was performed by
MATLAB. Parameter units are measured in mV for potentials,
lA/cm2 for applied currents, mS/cm2 for maximal conductan-
ces, and lF/cm2 for capacitances.

CA1 Pyramidal Cell

The axonic (ax), somatic (s), proximal dendritic (pd), and
distal dendritic (dd) compartments of the pyramidal neuron
obey the following current balance equations

Cm
dVax

dt
¼ IL þ INa;ax þ IK;ax þ Icoup þ Isyn þ Iin ðA1Þ

Cm
dVs

dt
¼ IL þ INa;s þ IKdr;s

þ IA;s þ Im;AHAP;s þ ICaL;s

þ Ih þ Icoup þ Isyn þ Iin ðA2Þ

Cm
dVpd

dt
¼ IL þ INa;d þ IKdr;d

þ IA;d þ ICaL;d þ Ih þ Icoup þ Isyn þ Iin

ðA3Þ

Cm
dVdd

dt
¼ IL þ INa;d þ IKdr;d

þ IA;d þ ICaL;d þ Ih þ Icoup þ Isyn þ Iin

ðA4Þ

where IL is the leak current, INa is the sodium current, IK is
the delayed rectifier potassium current, IA is the type A potas-
sium current, Im,AHP is the medium Ca21-activated K1 after-
hyperpolarization current, ICaL is the L-type Ca21 current, Ih is
the h-current, Icoup is the electrical coupling between compart-
ments, Iin is the injected current, and Isyn is the synaptic cur-
rent. Table A2 displays the ionic parameter values of the CA1
pyramidal cell.

The coupling currents for all compartments are

I axoncoup ¼ gaxon;soma � ðVsoma � VaxonÞ ðA5Þ

I soma
coup ¼ gsoma;axon � ðVaxon � VsomaÞ þ gsoma;dendprox � ðVpd � VsomaÞ

ðA6Þ

I dendproxcoup ¼ gsoma;dendprox � ðVsoma � VpdÞ þ gdenddist;dendproxðVdd � VpdÞ
ðA7Þ

I denddistcoup ¼ gdendprox;denddistðVpd � VddÞ ðA8Þ

The leak current is described by

IL ¼ gL � ðV � VLÞ ðA9Þ

where gL is the leak conductance and VL is the leak reversal
potential.

The sodium current at the axon and soma is described by:

INa ¼ �gNa �M 2
Na �HNa � ðV � VNaÞ ðA10Þ

where gNa is the maximal conductance of the Na1 current,
MNa and HNa are the activation and inactivation constants and
VNa is the reversal potential of the Na1 current. The activation
and inactivation constants at the soma are given by

MNa ¼ aMðV Þ=ðaMðV Þ þ bMðV ÞÞ
aMðV Þ ¼ 0:32 � ð�46:9� V Þ=ðexpðð�46:9� V Þ=4:0Þ � 1:0Þ
bMðV Þ ¼ 0:28 � ðV þ 19:9Þ=ðexpððV þ 19:9Þ=5:0Þ � 1:0Þ

H 0
Na ¼ aHðV Þ � ðaHðV Þ þ bHðV ÞÞ �HNa

aHðV Þ ¼ 0:128 � expðð�43� V Þ=18Þ
bHðV Þ ¼ 4=ð1þ expðð�20� V Þ=5Þ

TABLE A1.

Synaptic Strength Parameter Values

Name Value theta Name Value theta

wec-to-pcAMPA 1.4 1 W3 waac-to-pc 1.0

wca3-to-pcAMPA 2.4 1 W1 wbc-to-pc 0.1

wec-to-pcNMDA 1.4 1 W3 wbc-to-bsc 20

wca3-to-pcNMDA 2.4 1 W1 wbsc-to-pc 0.3

wec-to-aac 0.9 wpc-to-bsc 0

wca3-to-aac 0.8 wbsc-to-bc 0.5

wec-to-bc 0.8 wolm-to-pc 0.5

wca3-to-bc 0.8 wpc-to-olm 1.1

wca3-to-bsc 2 wivy-to-pc 0.15

wsep360-to-aac 10 wpc-to-ivy 1

wsep360-to-bc 10 wec-to-ngl 3

wsep180-to-bsc 8 wngl-to-pc 0.8

wsep180-to-olm 30 wbc-to-pc 0.1

wOLM-to-NGL 1,500
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The sodium current at the dendrite is described by:

INa;d ¼ �gNa;d �M 2
Na;d �HNa;d � DNa;d � ðVd � VNaÞ ðA11Þ

where

M 0
Na;d ¼ ðM1Na;d

�MNa;dÞ=sMNa;d

M1Na;d
¼ 1=ð1þ expðð�Vd � 40Þ=3ÞÞ

sMNa;d
¼ 0:1

H 0
Na;d ¼ ðH1Na;d

�HNa;dÞ=sHNa;d

H1Na;d
¼ 1=ð1þ expððVd þ 45Þ=3ÞÞ

sHNa;d
¼ 0:5

D0
Na;d ¼ ðD1Na;d

�DNa;dÞ=sDNa;d

D1Na;d
¼ ð1þ natt � expððVd þ 60Þ=2ÞÞ=ð1þ expððVd þ 60Þ=2ÞÞ

sDNa;d
¼ maxð0:1; ð0:00333 � expð0:0024 � ðVd þ 60Þ � QÞÞ=

ð1þ expð0:0012 � ðVd þ 60Þ � QÞÞÞ
Q ¼ 96480=ð8:315 � ð273:16� þ T ÞÞ

where T is the temperature in Celsius and natt is the Na1

attenuation. The type-A K1 current at the soma and dendrite
is given by

IKA;d
¼ �gKA;d

� Ad � Bd � ðVd � VKÞ ðA12Þ

The activation and inactivation constants are given by

A0
d ¼ ðA1d

� AdÞ=sAd

A1d
¼ 1=ð1þ Aa;dÞ

Aa;d ¼ expðasap � 1ðVdÞ � ðVd þ 1Þ � QÞ
Ab;d ¼ expð0:00039 � Q � ðVd þ 1Þ � 12ðVdÞÞ
sAd

¼ maxðAb;d=ðð1þ Aa;dÞ � QT � 0:1Þ; 0:1Þ
1ðVdÞ ¼ �1:5� ð1=ð1þ expððVd þ 1pÞ=5ÞÞÞ
12ðVdÞ ¼ �1:8� ð1=ð1þ expððVd þ 40Þ=5ÞÞÞ

B0
d ¼ ðB1d

� BdÞ=sBd

B1d
¼ 0:3þ 0:7=ð1þ expðinact2 � ðVs þ inactÞ � QÞÞ
sBd

¼ j �maxðinact3 � ðVs þ inact4Þ; inact5Þ

The delayed rectifier K1 current at the axon and soma is given
by

IKdr
¼ �gKdr

� N � ðV � VKÞ ðA13Þ

where gKds is the maximal conductance. The activation con-
stant, N is given by

N 0 ¼ aNðV Þ � ðaNðV Þ þ bNðV ÞÞ � N
aNðV Þ ¼ 0:016 � ð�24:9� V Þ=ðexpðð�24:9� V Þ=5Þ � 1Þ

bNðV Þ ¼ 0:25 � expð�1� 0:025 � V Þ

The delayed rectifier K1 current at the dendrite is given by

IKdr;d
¼ �gKdr;d

�N 2
d � ðVd � VKÞ ðA14Þ

where gKdr,d is the maximal conductance. The activation con-
stant, Nd is given by

N 0
d ¼ ðN1d

�NdÞ=sNd

N1d
¼ 1=ð1þ expðð�Vd � 42Þ=2Þ

sNd
¼ 2:2

The medium Ca21-activated K1 afterhyperpolarization current
at the soma is given by

ImAHP ¼ �gmAHP � Qm � ðVs � VKÞ ðA14aÞ

where gKmAHP is the maximal conductance. The activation con-
stant, Qm is given by

Q 0
m ¼ ðQm1 � QmÞ=sQm

Qm1 ¼ qhat � Qma � sQm

Qma ¼ qma � vs=ð0:001 � vs þ 0:18 � expð�1:68 � Vs � QÞÞ
Qmb ¼ ðqmb � expð�0:022 � Vs � QÞÞ=ðexpð�0:022 � Vs � QÞ

þ 0:001 � vsÞ
sQm

¼ 1=ðQma þ QmbÞ

TABLE A2.

Pyramidal cell parameter values

Name Value Name Value

Cm 1 gA,dend 12

gL 0.1 asap 0.001

VL 270 fp 30

gcoup 1.125 inact 72

gNa,soma 30 inact2 0.11

gNa,axon 100 inact3 2

VNa 60 inact4 64

gNa,dend 30 inact5 1

natt 0 gK,dr,axon 20

T 23 gK,dr,soma 14

gA,soma 7.5 gK,dr,dend 14

gmAHP 25 Vk 280

qhat 1 qma 0.00048

qmb 0.28 bs 0.083

gCaL,soma 7 bd 0.083

gCaL,dend 25 s 0

VCa 140 nonc 6

Ca21 2 Cas 1,000

us 0.1 s1 0

ud 0.1 s2 40

v0,s 0.05 s3 3.6

v0,d 0.07 Mg21 2

j 7

Units: g, mS/cm2; Cm, lF/cm
2; V, mV; T, Celsius.
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The h-current (Cutsuridis et al., 2010) at the soma and den-
drite is described by

Ih ¼ �gh � tt � ðV � EhÞ ðA15Þ

dtt

dt
¼ tt1 � tt

stt

tt1 ¼ 1

1þ e�ðV�Vhalf Þ=kl stt ¼ e0:0378�1�gmt�ðV�VhalftÞ

qtl � q10ðT�33Þ=10 � a0t � ð1þ attÞ
att ¼ e0:00378�1�ðV�VhalftÞ

where gh is the maximal conductance of the h-current and Eh is
the reversal potential. The L-type Ca21 current at the soma is
described by

ICaLs ¼ �gCaLs � Ss � ghkðVs; vsÞ � ð1=ð1þ vsÞÞ ðA16Þ

where gCaL,s is the maximal conductance and

S 0s ¼ ðS1s
� SsÞ=sss

S1s
¼ asðVsÞ=ðaaðVsÞ þ bsðVsÞÞ

sss ¼ 1=ð5 � ðasðVsÞ þ bsðVsÞÞÞ
asðVsÞ ¼ �0:055 � ðVs þ 27:01Þ=ðexpðð�Vs � 27:01Þ=3:8Þ � 1Þ

bsðVsÞ ¼ 0:94 � expðð�Vs � 63:01Þ=17Þ
xx ¼ 0:0853 � ð273:16þ T Þ=2

f ðzÞ ¼ ð1� z=2Þ � f2ðzÞ þ ðz=ðexpðzÞ � 1ÞÞ � f3ðzÞ
f2ðzÞ ¼ H ð0:0001� zj jÞ
f3ðzÞ ¼ H ð zj j � 0:0001Þ

ghk ¼ �xx � ð1� ððvs=CaÞ � expðVs=xxÞÞÞ � f ðVs=xxÞ

The Ca21 concentrations in the soma and dendrites are given
by

v0s ¼ /s � ICaLs � ðbs � ðvs � v0;sÞÞ þ ðvpd � vsÞ=Cas � ðbs=noncÞ � v2s
ðA17Þ

v0pd ¼ /d � ðICaLd þ ICa;NMDAÞ � bd � ðvpd � v0;dÞ � ðbd=noncÞ
� v2pd � buff � vpd ðA18Þ

v0dd ¼ /d � ðICaLd þ ICa;NMDAÞ � bd � ðvdd � v0;dÞ
� ðbd=noncÞ � v2dd � buff � vdd ðA19Þ

The L-type Ca21 current at the dendrite is described by

ICaLd ¼ �gCaLd � S3d � Td � ðVd � VCaÞ ðA20Þ

S 0d ¼ ðS1d
� SdÞ=ssd

S1d
¼ 1=ð1þ expð�Vd � 37ÞÞ

ssd ¼ s3 þ s1=ð1þ expðVd þ s2ÞÞ
T 0
d ¼ ðT1d

� TdÞ=sTd

T1d
¼ 1=ð1þ expððVd þ 41Þ=0:5ÞÞ

sTd
¼ 29

The calcium detector model is governed by the following six
equations:

P 0 ¼ ð/aðvdÞ � cp � A � PÞ=sp ðA21Þ

V 0 ¼ ð/bðvdÞ � V Þ=sV ðA22Þ

A0 ¼ ð/cðvdÞ � AÞ=sA ðA23Þ

B0 ¼ ð/eðAÞ � B � cd � B � V Þ=sb ðA24Þ

D0 ¼ ð/dðBÞ � DÞ=sD ðA25Þ

W 0 ¼ ðaw=ð1þ expððP � aÞ=paÞÞ � bw=ð1þ ðexpððD� dÞ=pdÞÞ �W Þ=sw
ðA26Þ

where P is the potentiation detector dynamics, V is the veto de-
tector dynamics, D is the depression detector dynamics, A and
B are the intermediate steps leading up to D and W is the
readout variable (see Fig. 2). The Hill equations are

/aðxÞ ¼ numa � ððx=CmHCÞCmHNÞ=ð1þ ðx=CmHCÞCmHNÞ
/bðxÞ ¼ numb � ððx=CnHCÞCnHNÞ=ð1þ ðx=CnHCÞCnHNÞ

/cðxÞ ¼ numc=ð1þ expððx � ucÞ=rcÞÞ
/dðxÞ ¼ numd=ð1þ expððx � udÞ=rdÞÞ
/eðxÞ ¼ nume=ð1þ expððx � ueÞ=reÞÞ

The calcium detector parameter values are displayed in
Table A3.

Basket, Axoaxonic, Bistratified and Ivy Cells

Cm
dV

dt
¼ IL þ INa þ IKdr

þ IA þ Iin þ Isyn ðA27Þ

where Cm is the membrane capacitance, V is the membrane
potential, IL is the leak current, INa is the sodium current, IKdr
is the fast delayed rectifier K1 current, IA is the A-type K1 cur-
rent, and Isyn is the synaptic current.
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The sodium current and its kinetics are described by,

INa ¼ gNam
3hðV � ENaÞ ðA28Þ

dm

dt
¼ amð1� mÞ � bmm; am ¼ 0:1ðV þ 40Þ

ð1� eðVþ40Þ=10Þ ;

bm ¼ 4 � eð�ðvþ65Þ=18Þ

dh

dt
¼ ahð1� hÞ � bhh; ah ¼ 0:07 � e�ðVþ65Þ=20;

bh ¼
1

ð1þ e�ðVþ35Þ=10Þ

The fast delayed rectifier K1 current, IKdr is given by

IKdr ¼ gKdrn
4ðV � EK Þ ðA29Þ

dn

dt
¼ anð1� nÞ � bnn; an ¼ 0:01ðV þ 55Þ

ð1� e�ðVþ55Þ=10Þ ;

bn ¼ 0:125e�ðvþ65Þ=80

The A-type K1 current, IA, is described by

IA ¼ gAabðV � EkÞ ðA30Þ

da

dt
¼ aað1� aÞ � baa; aa ¼ 0:02ð13:1� V Þ

eð
13:1�V

10 Þ � 1
;

ba ¼
0:0175ðV � 40:1Þ

eð
V�40:1

10 Þ � 1
db

dt
¼ abð1� bÞ � bbb; ab ¼ 0:0016eð

�13�V
18 Þ: bb ¼

0:05

1þ eð
10:1�V

5 Þ

The ionic parameter values are depicted in Table A4.

Neurogliaform Cell

Cm
dV

dt
¼ IL þ INa þ IKdr

þ Iin þ Isyn ðA31Þ

where Cm is the membrane capacitance, V is the membrane poten-
tial, IL is the leak current, INa is the sodium current, IKdr is the fast
delayed rectifier K1 current, and Isyn is the synaptic current.

The sodium current and its kinetics are described by,

INa ¼ gNam
3hðV � ENaÞ ðA32Þ

dm

dt
¼ amð1� mÞ � bmm; am ¼ 0:1ðV þ 40Þ

ð1� eðVþ40Þ=10Þ ;

bm ¼ 4 � eð�ðvþ65Þ=18Þ

dh

dt
¼ ahð1� hÞ � bhh; ah ¼ 0:07 � e�ðVþ65Þ=20:

bh ¼
1

ð1þ e�ðVþ35Þ=10Þ
The fast delayed rectifier K1 current, IKdr is given by

IKdr ¼ gKdrn
4ðV � EKÞ ðA33Þ

dn

dt
¼ anð1� nÞ � bnn; an ¼ 0:01ðV þ 55Þ

ð1� e�ðVþ55Þ=10Þ ; bn ¼ 0:125e�ðvþ65Þ=80

The ionic parameter values are depicted in Table A4.

OLM Cell

Cm
dV

dt
¼ IL þ INa þ IKdr

þ INaP þ IH þ Isyn þ Iin ðA34Þ

where Cm is the membrane capacitance, V is the membrane
potential, IL is the leak current, INa is the sodium current, IKdr

TABLE A3.

Calcium Detector Model Parameter Values

Name Value Name Value

cp 5 numb 1

sp 500 numc 1

sv 10 numd 1

sA 5 nume 5

sB 40 CmHC 4

sD 250 CmHN 4

sw 500 CnHC 0.6

aw 0.8 CnHN 3

bw 0.6 uc 2

a 0.3 ud 2.6

pa 20.1 ue 0.55

d 0.05 rc 20.05

pd 20.002 rd 20.01

numa 10 re 20.02

cd 4

Units: g, mS/cm2; V, mV; a, 1/ms; b, 1/ms.

TABLE A4.

Inhibitory Cell Parameter Values

Name Value Name Value

Cm 1 gK,dr 23

gL 0.18 gK,dr,OLM 36

VL 260 Vk,OLM 277

gNa 150 Vk 290

gNa,OLM 120 gNaP 2.5

VNa 55 gh 1.5

VNa,OLM 50 VNaP 50

gL,OLM 0.3 Vh 220

VL,OLM 254.4 gA 10

Units: g, mS/cm2; Cm, lF/cm
2; V, mV.
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is the fast delayed rectifier K1 current, INaP is the persistent so-
dium current, Ih is the H-current and Isyn is the synaptic
current.

The sodium current and its kinetics are described by,

INa ¼ gNam
3hðV � ENaÞ ðA35Þ

dm

dt
¼ amð1� mÞ � bmm; am ¼ 0:1ðV þ 40Þ

ð1� eðVþ40Þ=10Þ ;

bm ¼ 4 � eð�ðvþ65Þ=18Þ

dh

dt
¼ ahð1� hÞ � bhh: ah ¼ 0:07 � e�ðVþ65Þ=20;

bh ¼
1

ð1þ e�ðVþ35Þ=10Þ

The fast delayed rectifier K1 current, IKdr is given by
IKdr ¼ gKdrn

4ðV � EKÞ ðA36Þ

dn

dt
¼ anð1� nÞ � bnn; an ¼ 0:01ðV þ 55Þ

ð1� e�ðVþ55Þ=10Þ ;

bn ¼ 0:125e�ðvþ65Þ=80

The NaP current was assembled from the Kunec et al. (2005),
Dickson et al. (2000), Fransen et al. (2002, 2004), and White
et al. (1998) studies and it was described by

INaP ¼ �gNaP � mpo � ðV � VNaÞ ðA37Þ

dmpo

dt
¼ ampoðV Þð1� mpoÞ � bmpoðV Þ � mpo

ampo ¼ 1

0:15ð1þ e�ðVþ38Þ=6:5Þ ; bmpo ¼
e�ðVþ38Þ=6:5

0:15ð1þ e�ðVþ38Þ=6:5Þ

Similarly, the h current was assembled from Kunec et al.
(2005), Dickson et al. (2000), Fransen et al. (2002, 2004), and
White et al. (1998) studies and it was described by

Ih ¼ �ghð0:65kfo þ 0:35ksoÞðV � VhÞ ðA38Þ

dkfo
dt

¼ kf1ðV Þ � kfo
skf ðV Þ ; kf1ðV Þ ¼ 1

ð1þ eðVþ79:2Þ=9:78Þ ;

skf ðV Þ ¼ 0:51

eðv�1:7Þ=10 þ e�ðVþ340Þ=52 þ 1

dkso
dt

¼ ks1ðV Þ � kso
sksðV Þ ; ks1ðV Þ ¼ 1

ð1þ eðVþ2:83Þ=15:9Þ58 ;

sksðV Þ ¼ 5:6

eðv�1:7Þ=14 þ e�ðVþ260Þ=43 þ 1

The ionic parameter values are depicted in Table A4.

Input-to-Cell Synaptic Currents

The Ca21-NMDA, AMPA, GABAA, and NMDA synaptic
currents are given by

ICa;NMDA ¼ �gsyn � sNMDA � mCa;NMDA � ðVd � VCa;NMDAÞ
ðA39Þ

INMDA ¼ �gsyn � sNMDA � mNMDA � ðVd � VNMDAÞ ðA40Þ

IAMPA ¼ �gsyn � sAMPA � ðVd � VAMPAÞ ðA41Þ

IGABA ¼ �gsyn � sGABA � ðVd � VGABAÞ ðA42Þ

where gsyn is the synaptic conductance expressed either by Eqs.
(A46) or (1–3) and

mNMDA ¼ 1=ð1þ 0:3 �Mg � expð�0:062 � VdÞÞ
mCa;NMDA ¼ 1=ð1þ 0:3 �Mg � expð�0:124 � VdÞÞ

with Mg21 5 2 mM. The activation equations for AMPA,
NMDA, and GABAA currents are

sx ¼ sxfast þ sxslow þ sxrise ðA43Þ

where x stands for AMPA, NMDA, GABA and

s0NMDArise
¼ �20 � ð1� sNMDAfast

� sNMDAslow
Þ � Fpre � ð1=2Þ � sNMDArise

s0NMDAfast
¼ 20 � ð0:527� sNMDAfast

Þ � Fpre � ð1=10Þ � sNMDAfast

s0NMDAslow
¼ 20 � ð0:473� sNMDAslow

Þ � Fpre � ð1=45Þ � sNMDAslow

s0AMPArise
¼ �20 � ð1� sAMPAfast

� sAMPAslow
Þ � Fpre � ð1=0:58Þ � sAMPArise

s0AMPAfast
¼ 20 � ð0:903� sAMPAfast

Þ � Fpre � ð1=7:6Þ � sAMPAfast

s0AMPAslow
¼ 20 � ð0:097� sAMPAslow

Þ � Fpre � ð1=25:69Þ � sAMPAslow

and
s0GABArise

¼ �20 � ð1� sGABAfast
� sGABAslow

Þ � Fpre � ð1=1:18Þ � sGABArise

s0GABAfast
¼ 20 � ð0:803� sGABAfast

Þ � Fpre � ð1=8:5Þ � sGABAfast

s0GABAslow
¼ 20 � ð0:197� sGABAslow

Þ � Fpre � ð1=30:01Þ � sGABAslow

where Fpre is the input spike generator simulating the CA3
Schaffer collateral, the EC perforant path and the MS inputs. The
input-to-cell synaptic parameter values are displayed in Table A5.

TABLE A5.

Input-to-cell and cell-to-cell synaptic parameter values

Name Value Name Value

gCa,NMDA 25 VCa,NMDA 140

gNMDA 0.3 VNMDA 0

gAMPA 0.05 VAMPA 0

gGABA 0.05 VGABA 275

Units: g, mS/cm2; V, mV.
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Input Spike Generator

The input spike generator simulating the CA3 Schaffer col-
lateral, the EC perforant path, and the MS inputs were
described by
Fpre ¼ H ðt � 1Þ � ðHðsinð2p � ðt � 2Þ=T ÞÞ � ð1�Hðsinð2p � ðt � 1Þ=T ÞÞÞÞ

ðA44Þ

where T is the period of oscillation and H(�) is the Heaviside
function.

Cell-to-Cell Synaptic Currents

The synaptic current is given by
Isyn ¼ gsyn � s � ðV � ErevÞ ðA45Þ

where gsyn is the synaptic conductance and Erev is the reversal
potential. The synaptic conductance is expressed by

gsyn ¼ w �DA � gmax ðA46Þ

where gmax is the maximal synaptic conductance, DA is the do-
pamine level, and w is the synaptic strength. The DA level is
always 1 unless mentioned otherwise. The values of the synap-
tic strengths are given in Table A1. In the model three synaptic
currents are included: AMPA, NMDA, and GABAA. The val-
ues of the synaptic parameters are displayed in Table A5. The
gating variable, s, which represents the fraction of the open syn-
aptic ion channels, obeys the following differential equation

ds

dt
¼ a � F ðVpreÞ � ð1� sÞ � b � s ðA47Þ

where the normalized concentration of the postsynaptic trans-
mitter-receptor complex, F(Vpre), is assumed to be an instanta-
neous and sigmoid functions of the presynaptic membrane
potential

F ðVpreÞ ¼ 1=ð1þ e�ðVpre�uÞ=2Þ ðA48Þ

where u 5 0 mV is high enough so that the transmitter release
occurs only when the presynaptic cell emits a spike (Cutsuridis
et al., 2007). The values of the channel opening and closing
rates are displayed in Table A6.

Pyramidal Cell

Axonic (a) and somatic (s) compartments receive GABAA inhi-
bition from axo-axonic and basket cells, respectively. The proximal
dendritic (pd) compartment receives both AMPA and NMDA ex-
citation from the CA3 Schaffer collateral input and GABAA inhi-
bition from the bistratified and ivy cells. The distal dendritic (dd)
compartment receives AMPA and NMDA excitation from the EC
perforant path and GABAA inhibition from the neurogliaform
and OLM cells. Both pd and dd AMPA and NMDA synapses are
plastic and change according to the Eqs. (1)–(3).

Axo-Axonic and Basket Cells

The somatic (s) compartments of both axo-axonic and basket
cells receive AMPA excitation from both the EC perforant and
the CA3 Schaffer collateral paths. Axo-axonic cells receive also
GABAA inhibition from the medial septal cells. Basket cells
receive GABAA inhibition from the bistratified cells and the
medial septal cells.

Bistratified Cells

The somatic (s) compartment of the bistratifed cells receive
AMPA excitation only from the CA3 Schaffer collateral path
and GABAA inhibition from the basket cells and the medial
septal cells.

OLM, Neurogliaform, and IVY Cells

The IVY cells receive recurrent AMPA excitation from the
pyramidal cells and GABAA inhibition from the medial septal
cells. The neurogliaform cells receive AMPA excitation from
the EC peforant path and GABA inhibition from OLM cells,
whereas the OLM cells receive AMPA excitation from the py-
ramidal cells and GABAA inhibition from the septum.

TABLE A6.

Cell-to-Cell Synaptic Parameter Values

Name Value Name Value

aAAC2PC 5 bAAC2PC 0.01

aBC2PC 5 bBC2PC 0.015

aBSC2PC 5 bBSC2PC 0.01

aOLM2PC 5 bOLM2PC 0.01

aIVY2PC 1 bIVY2PC 0.0015

aBC2BC 3.5 bBC2BC 0.18

aBC2BSC 3.5 bBC2BSC 0.18

aBSC2BC 3.5 bBSC2BC 0.18

aNGL2PC 5 bNGL2PC 0.015

aPC2BC 20 bPC2BC 0.19

aPC2BSC 20 bPC2BSC 0.19

aPC2AAC 20 bPC2AAC 0.19

aPC2IVY 20 bPC2IVY 0.19

aPC2OLM 20 bPC2OLM 0.19

aOLM2NGL 5 bOLM2NGL 0.01

Units: g, mS/cm2; V, mV; a, 1/ms; b, 1/ms.
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