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\section*{A B S T R A C T}

Robotic mapping and localization systems typically operate at either one fixed spatial scale, or over two, combining a local metric map and a global topological map. In contrast, recent high profile discoveries in neuroscience have indicated that animals such as rodents navigate the world using multiple parallel maps, with each map encoding the world at a specific spatial scale. While a number of theoretical-only investigations have hypothesized several possible benefits of such a multi-scale mapping system, no one has comprehensively investigated the potential mapping and place recognition performance benefits for navigating robots in large real world environments, especially using more than two homogeneous map scales. In this paper we present a biologically-inspired multi-scale mapping system mimicking the rodent multi-scale map. Unlike hybrid metric-topological multi-scale robot mapping systems, this new system is homogeneous, distinguishable only by scale, like rodent neural maps. We present methods for training each network to learn and recognize places at a specific spatial scale, and techniques for combining the output from each of these parallel networks. This approach differs from traditional probabilistic robotic methods, where place recognition spatial specificity is passively driven by models of sensor uncertainty. Instead we intentionally create parallel learning systems that learn associations between sensory input and the environment at different spatial scales. We also conduct a systematic series of experiments and parameter studies that determine the effect on performance of using different neural map scaling ratios and different numbers of discrete map scales. The results demonstrate that a multi-scale approach universally improves place recognition performance and is capable of producing better than state of the art performance compared to existing robotic navigation algorithms. We analyze the results and discuss the implications with respect to several recent discoveries and theories regarding how multi-scale neural maps are learnt and used in the mammalian brain.

© 2015 Elsevier Ltd. All rights reserved.

\section*{1. Introduction}

The vast majority of robotic mapping and navigation systems perform mapping at either one fixed spatial scale or across two, typically comprising a local metric map and a topological global map. A range of recent high profile discoveries in neuroscience have demonstrated that animals such as rodents, and likely many other mammals including humans, encode the world using multiple parallel mapping systems, each of which encode the world at a different scale (Hafting, Pyhn, Molden, Moser, & Moser, 2005a, 2005b). In rodents, the mapping system scales from neurons that encode an area of a few square centimeters to neurons that encode an area of several square meters, with many intermediate scales represented in-between. Unlike hybrid metric-topological multi-scale robot mapping systems, rodent maps are homogeneous, distinguishable only by scale. While a number of theoretical-only investigations have hypothesized possible benefits of such a multi-scale mapping system (Burak & Fiete, 2009; Welinder, Burak, & Fiete, 2008), no one has comprehensively investigated the potential benefits of multi-scale mapping on place recognition in challenging real world environments.

In this paper, we present a biologically-inspired multi-scale mapping system mimicking the broad properties of the rodent multi-scale map. The first key innovation is to consider the place recognition problem as a hierarchical process—utilizing wider environmental context for more robust, coarser localization in
parallel with finer localization on a smaller scale to improve localization accuracy. In this context, place recognition is framed not as the challenge of finding the single database image that best matches the current frame, but rather as one of finding all the database images within local spatial neighborhoods that are the best match for the sequence centered around the current frame. Our approach utilizes arrays of distance metrics, with each one trained to perform place recognition at a specific spatial scale, and a process for combining place recognition hypotheses from these different spatial scales. Unlike traditional probabilistic robotics methods, where spatial specificity is passively determined by sensor observation models, our approach intentionally creates parallel training systems to map the sensor input to the environment at different spatial scales.

This research extends on our previous work presented in Chen, Jacobson, Erdem, Hasselmo, and Milford (2013, 2014) in which we demonstrate that mapping over multiple scales uniformly improves place recognition performance over a single scale without sacrificing localization accuracy. We make three novel research contributions. Firstly, we introduce a metric learning-based algorithm to model the grid cells’ discrete firing patterns. Secondly we propose an improved hierarchical framework to recognize places at multiple spatial scales. Lastly, for the first time our approach surpasses the performance of state of the art robotics algorithms, demonstrating the practical performance benefits of a homogeneous multi-scale mapping framework.

We conduct experiments on two robotics benchmark dataset and compare single- and multi-scale place recognition performance and demonstrate that multi-scale recognition leads to significantly improved recognition performance. We also conduct a systematic series of experiments and parameter studies that determine the effect on performance of using different neural map scaling ratios and different numbers of discrete map scales.

The paper is organized as follows. Section 2 discusses related place recognition and mapping techniques. In Section 3, we describe the components of the multi-scale place learning system. The experiments are detailed in Section 4, with results shown in Section 5. Finally we conclude the paper in Section 6 by discussing ongoing and future work.

2. Related work

Place recognition and mapping has been the subject of wide-ranging study both in the robotics and neuroscience community. This article is motivated by both fields, drawing inspiration from discoveries in neuroscience to develop novel multi-scale mapping algorithms for robots. To this end, we review the current state-of-the-art in place recognition algorithms for robots, including the existing use of multi-scale mapping within robotics. We briefly review evidence for multi-scale maps in the mammalian brain and note other bio-inspired mapping and navigation systems.

2.1. Place recognition methods

A fundamental challenge in mobile robotics is to develop robust navigation techniques. Place recognition – the ability to recognize places that the robot has already visited, and thereby correctly localize itself within the environment – is a key element of any navigation system. A great number of different sensors have been utilized for place recognition. Among them, visual sensors are the predominant sensor modality in many robot platforms with extensive research on vision-based place recognition (Angeli, Filliat, Doncieux, & Meyer, 2008; Cummins & Newman, 2008; Newman, Cole, & Ho, 2006; Ulrich & Nourbakhsh, 2000). The field of visual place recognition is well advanced, with place recognition systems being tested over paths measuring dozens (Schindler, Brown, & Szeliski, 2007) or even hundreds of kilometers (Cummins & Newman, 2009). Most appearance-based approaches start with image pre-processing (such as histogram normalization or noise removal), to improve image quality for future processing. Features are then extracted from the image, and a place matching process determines the most likely current position of the robot.

If multiple streams of data are available (such as multiple color channels) then a voting scheme (Ulrich & Nourbakhsh, 2000) can decide the robot location. Alternatively, a probabilistic calculation such as FAB-MAP (Cummins & Newman, 2008) can be used, where a likelihood model associating perception and location is learned on the extracted image features. FAB-MAP also compensates for perceptual aliasing; multiple locations may appear very similar and so observations must also be distinctive before FAB-MAP will match with high confidence. In RatSLAM (Milford, Wyeth, & Fraser, 2004), a biologically-inspired place recognition system based on a rat brain, localization is performed using a continuous attractor network (CAN) model combined with local view cells that excite and inhibit the elements in the neural network. Although RatSLAM is widely regarded as one of the state of the art biologically inspired robotic navigation systems, it is important to note that all of its benchmark achievements have come about due to a single-scale mapping system.

2.2. Multi-scale place recognition

In robotic navigation, multi-scale mapping often takes the form of a hybrid metric-topological or topometric map (Bosse et al., 2003; Konolige, Marder-Eppstein, & Marthi, 2011; Kuipers & Byun, 1991; Kuipers, Modayil, Beeson, MacMahon, & Savelli, 2004; Segvic, Remazeilles, Diosi, & Chaumette, 2009). Metric mapping develops geometrically accurate representations of the world, and allow centimeter-level accuracy in robot localization (Rowekamp et al., 2012), but is computationally infeasible over large areas, and struggles to close large loops (Bazeille & David, 2011). A compromise is to maintain small local metric submaps linked together in a topological map.

These mapping frameworks are heterogeneous, in that different types of maps (metric and topological) are used at different scales, and limited to two distinct scales. In contrast, in this research we consider homogeneous multi-scale mapping for robotics. This concept has been proposed (Kuipers, 1978, 2000) with topological places contained within a structure of topological regions. A similar concept to multi-scale topological mapping is the notion of summarizing an environment online, where the robot’s observations are grouped into topics to allow for efficient summarization. This summarization can be performed using topic modeling (Paul, Rus, & Newman, 2012), coresets (Paul et al., 2012), Bayesian surprise (Girdhar & Dudek, 2012) or extremum summaries (Girdhar & Dudek, 2012). However, these environmental summarization techniques have not explicitly been used to perform place recognition (Theocharous, Murphy, & Kaelbling, 2004) investigate the concept of multi-scale robot localization and demonstrate that multiple scale representation helps to scale the H-POMDP’s algorithm to much larger models. However, up to now, there is still no quantitative evaluation on the benefits of multi-scale mapping in place recognition.

2.3. A multi-scale neuronal map

Over the past 30 years, there have been extensive studies on mapping and navigation mechanisms in rodents. Early studies focused on the part of the rodent brain known as the hippocampus, which was thought to be responsible for navigation tasks, and led to the discovery of place cells (O’Keefe & Dostrovsky, 1971) within the rat hippocampus which are only active when the animal is in
a particular place in the environment. These place cells create an internal neural map of the environment (O’Keefe & Conway, 1978). Head direction cells are another type of cells discovered in the brain that fire whenever the animal is heading close to the cell’s preferred angle (Taube, Muller, & Ranck, 1990). Later studies on the medial entorhinal cortex (MEC) led to the identification of grid cells (Hafting et al., 2005a, 2005b) in rats. Grid cells have also been found in the brains of monkeys (Killian, Jutras, & Buffalo, 2012) and bats (Ulanovsky & Moss, 2007; Yartsev, Witter, & Ulanovsky, 2011) and it is probable they also occur in humans (Doeller, Barry, & Burgess, 2010; Jacobs et al., 2013).

The area within which a particular grid cell fires is called the place field of that grid cell. Grid cells fire maximally whenever the animal is located at the vertices of a regular grid of equilateral triangles. Plotting the spatial autocorrelogram of the neural activity of a grid cell reveals the triangular tessellating nature of its firing field. Grid cells in the same area of the MEC fire with the same spacing and orientation, but with different phasing, and together cover every point of the environment. Furthermore, the whole population of grid cells encodes space at multiple scales (where the scale of a grid is defined as the distance between each place field). These discrete scales may occur in steps of approximately $\sqrt{2}$ (Stensola et al., 2012), although the value and consistency of this ratio is still to be determined conclusively. To simulate the neural activity of one grid cell, an electrode capable of recording neural activity of an individual cell was implanted into the brain of a rat to record the locations where that cell emits an action potential. An autocorrelogram of these firing locations is then plotted to better illustrate the neural activity of each grid cell. Fig. 1 shows the autocorrelograms of neural activities of four simulated grid cells, where the scales of the four place fields increase from left to right. The area encoded by a cell at each grid vertex can vary from a few square centimeters to tens of square meters. The upper limit, if one indeed exists, is unknown. This integrated, multi-scale representation has been shown to have a number of theoretical advantages, including efficient mapping of arbitrarily large environments (Burak & Fiete, 2009; Welinder et al., 2008).

### 3. Approach

The place recognition method presented here is inspired by the multi-scale grid cell structure of the rodent brain (Stensola et al., 2012). We describe the image features used, the machine learning methods used to model the grid cells and the mechanism of combining place recognition hypotheses from varying spatial scales to produce an overall place match hypothesis. A schematic of the place recognition process is shown in Fig. 2.

#### Feature extraction

The method makes no assumption about the feature types utilized. This paper evaluates three commonly used feature extraction methods—Grayscale Intensity ‘Features’ (pixels), Gist and deep learning features.
3.1.1. Gray features

Grayscale images from the datasets were first down-sampled to 48 × 64 pixels and Principal Component Analysis (PCA) (Jolliffe, 2002) was applied. The top 500 principal eigenvectors were selected to use as the image feature as these were found to capture approximately 90% of the data variance.

3.1.2. Gist features

A variety of experimental studies have demonstrated that humans perform rapid categorization of a scene by integrating only the coarse global information or “gist” (Biederman, 1987; Potter, 1975). Using the model proposed by Oliva and Torralba (Oliva & Torralba, 2001), we extracted Gist features from down-sampled 48 × 64 images resulting in a 512-dimensional feature. Once again, PCA was applied. In this case the top 300 principal eigenvectors were found to capture approximately 90% of the total variance and were thus used as the image features.

3.1.3. Deep learning features

We use the output of the final convolution layer from a pretrained network called Overfeat (Sermanet et al., 2013) as the deep learning features. The Overfeat network is trained on the ImageNet 2012 dataset (Deng et al., 2009), which consists of 1.2 million images and 1000 classes. The original 3072-dimensional vector was reduced by PCA to 1500 dimensions which capture about 90% data variance.

3.2. A learning algorithm for modeling grid cells

To model the overlapping discrete firing patterns of grid cells Stensola, (Stensola et al., 2012), our place recognition system learns a pattern of grid cells across the environment. Fig. 3 demonstrates neural activity of one such grid cell in a real dataset. The black arrow indicates the route the system is trained to recognize, and the blue circles represent firing clusters of that grid cell. The size of the blue circle represents the spatial size of the grid cell, and the video frames that are captured within a particular blue circle are all assigned the same label (as indicated by the number on top of the blue circle). All frames that are captured outside any blue cluster are considered as the vanishing area of the grid cell and are assigned to another grid cell.

3.3. Modeling single-scale grid cell firing

The system uses Large Margin Nearest Neighbors (LMNN) (Weinberger, Blitzer, & Saul, 2005) to learn arrays of distance metrics. Each array maps the data to a new space where places can be recognized at a specific spatial scale. All the frames from the data, along with their labels (numbers on blue circles in Fig. 3), are used by the LMNN process to train a distance metric to map the data to a space such that the k nearest neighbors of any frame inside a cluster always come from the same cluster.

Given the feature vectors extracted from the images, LMNN learns a Mahalanobis distance metric which clusters images from spatially approximate regions in a way that mimics grid cell behavior. Training data can be denoted as:

\[ \{x_i, y_i\}_{i=1}^N \in \mathbb{R}^N \times \{1, 2, \ldots, C\} \]

(1)

where \( x_i \) denotes the feature vector in \( N \) dimensional space and \( y_i \) is the label with \( C \) different classes.

The LMNN training procedure consists of two steps. The first step involves identifying a number of \( k \) nearest neighbors for each input \( x_i \). In this paper, we select the target neighbors by simply computing \( k \) nearest neighbors from frames in the same cluster using the Euclidean distance. The notation \( j \rightarrow i \) indicates instance \( x_j \) is a target neighbor of instance \( x_i \).

The second step is to train a Mahalanobis distance metric \( M \) such that all target neighbors \( x_j \) are closer to \( x_i \) than any other samples with different labels. A Mahalanobis distance metric \( M \) computes the distance between \( x_i \) and \( x_j \) as:

\[ d_M(x_i, x_j) = (x_i - x_j)^T M (x_i - x_j) \]

(2)

where \( M \) should be a positive semidefinite matrix to generate a positive distance measurement. When \( M \) is an identity matrix, Eq. (2) is reduced to the Euclidean distance metric. A positive definite matrix can be achieved by constructing:

\[ M = \beta \beta^T \]

(3)

where \( \beta \) is an arbitrary real \( N \times N \) matrix with \( N_2 \leq N_1 \). In this paper we only consider the case \( N_2 = N_1 \). Substituting Eq. (3) into Eq. (2) results in:

\[ d_M(x_i, x_j) = (x_i - x_j)^T \beta^T \beta (x_i - x_j) = \| \beta (x_i - x_j) \|^2 \]

(4)

where the matrix \( \beta \) maps the data to a new space in which Euclidean distance is calculated.

We let \( y_{ij} \in \{1, 0\} \) denote whether or not \( x_i \) and \( x_j \) share the same label and \( \varepsilon_{ijl} \geq 0 \) indicate the amount by which a differently labeled sample \( x_j \) invades the boundary of \( x_i \) defined by all its neighbors \( \sum_{l \neq i} y_{ijl} \). The metric \( M \) is computed by solving the following semidefinite program:

Minimize \[ \sum_{j \neq i} \left[ d_M(x_i, x_j) + \mu \sum_{l \neq i} (1 - y_{ijl}) \varepsilon_{ijl} \right] \]

subject to:

(a) \[ d_M(x_i, x_j) - d_M(x_i, x_j) \geq 1 - \varepsilon_{ijl} \]

(b) \[ \varepsilon_{ijl} \geq 0 \]

(c) \[ M \succeq 0 \]

The constant \( \mu \) controls the trade-off between the two terms in the objective function and is set using cross-validation. The constraint (a) penalizes when any differently labeled input \( x_j \) invades the local neighbors of \( x_i \). Such an invader generates a positive slack variable \( \varepsilon_{ijl} \). The constraint (b) enforces a positive value of slack variable \( \varepsilon_{ijl} \), and the constraint (c) enforces metric \( M \) to be positive definite. Since the distance \( d_M(x_i, x_j) \) is linear in the matrix \( M \), the above optimization is a semidefinite program and a global optimum can be efficiently computed.

3.4. Modeling multiple grid cells

Recordings of multiple grid cells show that grid cells encode multiple, discrete scales of place fields, but that grid cells with similar spatial scales can fire in an overlapping way (Stensola et al., 2012). Fig. 4 illustrates such a situation with an example of eight grid cells that model two different spatial scales. The first group of four cells fires in a more specific scale (\( S_1 \)) and the second four grid cells fire in a coarser scale (\( S_2 \)). Within each group, the cells fire in regions that overlap.
### Algorithm 1 Pseudocode for single-scale place recognition (Section 3.5)

0: Initialization:
- Spatial scale: \( S_\ell \)
- Number of distance metrics at scale: \( S_c \)
- Testing cluster \( P_j \) in scale \( S_c \)

1: For each distance metric at scale \( S_c \):
   - Search for the best matching training sequence \( Y \) using Equation (7)
   - Pick the final hypothesis \( P(S_c) \) for \( P_j \) at scale \( S_c \) using equation (8)
   - Return the final hypothesis \( P(S_c) \) as the training sequence that best matches \( P_j \)

### Algorithm 2 Pseudocode for multi-scale verification (Section 3.6)

0: Initialization:
- All L spatial scale: \( S_\ell \) (\( \ell = 1, 2, ..., L \)) where \( S_1 = S_{\text{Smin}} \) and \( S_L \) is the largest scale.
- Testing cluster \( P_j \) in scale \( S_{\text{Smin}} \)

1: For each coarser spatial scale \( S_\ell (\ell = 2, 3, ..., L) \) (Section 3.6.1)
   - Pick a testing cluster of scale \( S_\ell \) centered around \( P_j \)
   - \( P(S_\ell) \) \( \leftarrow \) Coarser localization at \( S_\ell \) using Algorithm 1
   - \( P(S_{\text{Smin}}) \) \( \leftarrow \) Finer localization at scale \( S_{\text{Smin}} \) at space \( [P(S_\ell) \cdot (P(S_\ell) + (S_\ell - 1))] \) using Algorithm 1

2: Return the best match \( P(\text{final}) \) using Equation (9) (Section 3.6.2)

---

**Fig. 4.** Firing pattern of eight grid cells in two different spatial scales (red and blue) in overlapping pattern. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

We denote \( O_k \) as the offset between the first frame in the dataset and the first firing frame in each cell. Assuming we have \( L \) different spatial scales to model: \( S_k \) (\( k = 1, 2, ..., L \)) and for each spatial scale \( S_k \), the distance between consecutive initial firing points is \( D_k (k = 1, \ldots, L) \) (Fig. 4). For each spatial scale \( S_k \), we model the overlapping firing pattern by training \( N \) different Mahalanobis distance metrics with each one modeling the discrete firing pattern in scale \( S_k \) with different initial offsets

\[
O_m = \frac{D_k (m - 1)}{N}, \quad m = 1, \ldots, N. \tag{6}
\]

We denote the distance metrics after metric learning as \( M_{k,m} (k = 1, \ldots, L, \ m = 1, \ldots, N) \).

### 3.5. Single-scale place recognition using multiple grid cell models

This section describes how to recognize places at a particular spatial scale using distance metric trained from the previous section. Testing image frames are first grouped temporally into consecutive clusters (Fig. 4). The size of each consecutive cluster determines the accuracy that the localization system can achieve. A cluster with smaller size will have higher localization accuracy. Assume the current testing cluster size is \( S_c \) and images in that cluster are denoted as \( P_j (j = 1, \ldots, S_c) \). Training images are denoted as \( T_i (i = 1, \ldots, T) \) and the image difference between \( T_i \) and \( P_j \) using distance metric \( M \) is denoted as \( D_{hm}(i, j) \). For each testing cluster, localized image sequence matching is performed through the whole training space (Fig. 5) to search for the particular grid place field \( Y \) that best matches the testing cluster:

\[
Y = \arg \min_p \sum_{i=p+S_c-1}^{i=p} D_{hm}(i, i - p + 1), \quad \forall p \in [1, T - S_c + 1] \tag{7}
\]

with corresponding firing score: \( F(Y) = \sum_{i=p+S_c-1}^{i=p} D_{hm}(i, i - Y + 1) \). A smaller value of \( F(Y) \) indicates a stronger and more confident match.

Since there are \( N \) different metrics trained in each spatial scale \( S_c \), \( N \) different place recognition hypotheses will be produced: \( Y_{c,m} \) (\( m = 1, \ldots, N \)) with corresponding firing scores \( F(Y_{c,m}) \). \( m = 1, \ldots, N \). The final hypothesis \( P(S_c) \) reported at scale \( S_c \) is the one with the smallest firing score:

\[
P(S_c) = \arg \min_m F(Y_{c,m}), \quad m = 1, \ldots, N. \tag{8}
\]

The pseudocode for single-scale place recognition is listed in Algorithm 1.

### 3.6. Multi-scale place matching verification

A localization system from a spatial scale is capable of producing place recognition hypotheses that are only as precise as the average size of a segment for that scale. Thus a system with a cluster size of 6 frames will report place recognition hypotheses that are twice as spatially specific as a system with 12 frames. Here we present a two-step method for combining place recognition hypotheses at multiple spatial scales (see Fig. 6). The pseudocode for multi-scale verification is illustrated in Algorithm 2.

#### 3.6.1. Coarser-to-finer localization

The system performs coarse localization at each of the larger spatial scales followed by finer localization at the smallest spatial scale to provide a more accurate estimation. Assuming there are \( L \) different spatial scales to combine, the smallest spatial scale \( S_{\text{Smin}} \) is used for finer localization and each of the other (\( L - 1 \)) larger scales is used for coarser estimation. Each of the (\( L - 1 \)) coarser scales generates a coarse approximation at space \( P(S_c) \cdot (P(S_c) + (S_c - 1)) \) with which a finer search at scale \( S_{\text{Smin}} \) is used to produce a hypothesis at scale \( S_{\text{Smin}} \). A place recognition hypothesis at the smallest spatial scale \( S_{\text{Smin}} \) produced from a coarser estimation at scale \( S_c \) is denoted as: \( P(S_{c,S_{\text{Smin}}}) \cdot C = (1, \ldots, (L - 1)) \) with corresponding firing score \( F(S_{c,S_{\text{Smin}}}) \).
3.6.2. Finding the best match candidate

At the smallest spatial scale, the \((N-1)\) competing place recognition hypotheses can be different. To determine the most likely hypothesis, we pick the one with the lowest firing scores:

\[
P(\text{final}) = \arg\min_c F(S_c), \quad c = 1, \ldots, (N-1).
\]

4. Experiments

In this section, we describe the dataset used and the training and testing procedures.

4.1. Datasets

The first dataset comprises camera data from a car traveling along a selection of streets in the suburb of St. Lucia, Brisbane, first presented in Glover, Maddern, Milford, and Wyeth (2010). The video was captured using a web camera at 640 \times 480 pixel resolution at an average frame rate of 15 frames per second. An aerial overhead map was shown in Fig. 7(a). The route was traversed once in the morning and then once more in the afternoon. We picked a subset of about 2000 images for experiment. GPS data was logged at 1 Hz for ground truth. We simulated the odometry information by linearly interpolating the GPS information and used the odometry information to drive the cluster formulation as discussed in Section 4.2.1.

The second dataset was the Eynsham dataset (Fig. 7(b)) which is a large 70 km road-based dataset (2 \times 35 km traverses) used in the FAB-MAP (Cummins & Newman, 2009) and SeqSLAM studies (Milford, 2013; Milford & Wyeth, 2012). Panoramic images were captured at 7 m intervals using a Ladybug 2 camera. The dataset consists of two traverses along the same route. The dataset provides GPS-derived ground truth. In this experiment, images located within 40 m of each other were deemed to be correct matches, consistent with the tolerance used in the original study (Cummins & Newman, 2009).

4.2. Training and testing procedure

Images from the first traverse of the environment were used for training while images from the second traverse were used to evaluate performance. The overall training procedure consisted of the following three steps: dataset segmentation, feature extraction and metric learning.

4.2.1. Dataset segmentation

We will refer to the spatial scale \(S_k(k = 1, \ldots, L)\) by the number of frames in each firing cluster. For example, a spatial scale of 34 means that each of the firing clusters in that scale contains 34 frames. For the Eynsham dataset, we chose the smallest spatial scale to be 6 frames, which corresponds to about 40 m in accuracy. This scale is consistent with the 40 m ground-truth tolerance used in the original study (Cummins & Newman, 2009). Because the Eynsham frame captures were triggered at regular distance intervals by a GPS, for this specific dataset frame number and distance are analogous. The coarser scales used scaling ratios of \(2^{1/4}, 2^{1/2}, 2^{3/4}, 2^{4/4}, 2^{5/4}\) (see Table 1). For the St. Lucia dataset, we
Fig. 7. Aerial overhead images showing the route of the (a) St. Lucia and (b) Eynsham dataset. (Imagery ©2012 Cnes/Spot Image, DigitalGlobe, GeoEye, Sinclair Knight Merz & Fugro.)

Fig. 8. Precision–recall curves demonstrating the single- ("6 frames system") and multi-scale ("combined different scaling ratio") place recognition performance using gist feature (a), gray feature (b) and deep learning features (c) on the Eynsham dataset.

utilized the estimated odometry information to drive the cluster formation, and chose the smallest spatial scale to be 2 m which corresponds to about 4 frames.

4.2.2. Feature extraction

Feature extraction enabled us to accelerate the training and testing stages by providing a reduced dimensionality input into
the LMNN models. Three feature types (as discussed in Section 3.1) were extracted: Gray, Gist and Overfeat.

4.2.3. Metric learning

The third step involved training a distance metric for each spatial scale. The first traverse of the route was used for training and the second traverse was used for testing. During the training, 20% of the training data was used as validation set to prevent overfitting and determine early stopping.

5. Results

We present a performance comparison between single, multi-scale place recognition and one state-of-the-art algorithm—FABMAP (Cummins & Newman, 2009), a parameter study to determine the effect on performance of using different neural map scaling ratios and different numbers of discrete map scales, and an illustrative multi-scale place recognition combination plot.

5.1. Single- and multi-scale place recognition

In a place recognition task, precision is defined as the number of correctly retrieved places divided by the total number of retrieved places. Recall is defined as the fraction of correctly retrieved places out of all the correct places in the dataset. A common strategy to combine both measurements is to use a precision–recall curve which is a two-dimensional plot with the x-axis indicating recall and the y-axis describing precision. Perfect performance occurs when the precision remains equal to one, as the recall increases from 0 to 1.

Figs. 8 and 9 present precision–recall (PR) curves resulting for the SeqSLAM, FABMAP, the single- and multi-scale place recognition experiments using Gist, Gray and deep learning features on the Eynsham dataset (Fig. 8) and the St. Lucia dataset (Fig. 9).

Five set of combinations are shown—“combined different scaling ratio $2^{1/4}$, $2^{2/4}$, $2^{3/4}$, $2^{4/4}$ and $2^{5/4}$ respectively”, as well as results from using a single scale, SeqSLAM and FABMAP algorithm. The results show that multi-scale matching consistently improves the performance. On the Eynsham dataset, using Gist features improves the recall rate at 100% precision by a factor of nearly 8 from 8% using a single-scale to about 68% when using the scaling scale of $2^{4/4}$. The corresponding best improvement using Gray features is from 3% to about 22%. Using the Overfeat feature, the maximal recall at 100% precision can be improved from 0% to about 5% by using a scaling ratio of $2^{5/4}$. A scaling ratio of $2^{4/4}$ achieves the best performance both on the Gist feature and PCA features. On the Overfeat feature, different scaling
Fig. 10. Average AUC with errorbars for different numbers of combined scales on the Eynsham dataset using Gist features (a), Gray features (b) and deep learning features (c). Number 1 in the x axis indicates the performance of single-scale matching.

ratios deliver varying performance. On the St. Lucia dataset, the same improvement can be observed when multiple scales are combined to perform place recognition. On the Gist and Gray features, all different scaling ratios outperform the state-of-the-art FABMAP algorithm, indicating that this multi-scale algorithm may demonstrate a more clear advantage in appearance-changing environments. On the Gist feature, different scaling ratios deliver relatively similar performance, while on the Gray features, a scaling ratio of $2^{1/4}$ achieves a slightly higher improvement than others. On the Overfeat feature, the improvement introduced by multi-scale system is not very obvious, possibly because that features extracted at the top layer of a deep network are not very discriminative in a condition-changing environment (Chen, Obadiah, Jacobson, & Milford, 2014).

Although our focus is on the improvement potential offered by adopting a multi-scale approach, we provide absolute comparison metrics here as well. The best performance on the Eynsham dataset is achieved using the Gist feature. The maximum recall rate of about 68% at 100% precision is superior to the state-of-the-art 51% recall rate achieved by SeqSLAM (Milford, 2013) and 49% recall rate achieved by FABMAP (Cummins & Newman, 2009). On the St. Lucia dataset, when using the Gist or Gray features, the multi-scale system can consistently outperform the state-of-the-art FABMAP and SeqSLAM algorithm, in most of the scaling ratios utilized.

5.2. Systematic parameter studies

In this section, we conduct a systematic series of experiments and parameter studies on the effect of performance using different neural map scaling ratios and different numbers of discrete map scales. The performance on the Eynsham dataset is evaluated by both the Area Under the Curve (AUC) on the precision-recall curve (Figs. 10 and 13) and the maximal recall at 100% precision (Figs. 11 and 14). The maximal recall at 100% precision is an important criterion in place recognition because any false positive can cause a catastrophic error in the map generated by a SLAM system. The St. Lucia dataset is evaluated by only the AUC (Figs. 12 and 15), because all scaling ratios cannot achieve 100% precision, making maximal recall at 100% precision always 0%. We also conduct and report some important statistical tests of significance at 95% confidence level between using different experiment parameters.

Figs. 10 and 11 evaluate the influence of the number of combined scales on the performance of the Eynsham dataset, evaluated by the average AUC (Fig. 10) and maximal recall at 100% precision (Fig. 11) over all scale ratios. Using the Gist and Gray features, more scales always delivers better AUC performance, while using the Overfeat feature, combining different scales achieves statistically similar performance improvement over using a single scale. The maximal recall demonstrates a slightly different tendency; with both the Gist and Gray features, the best performance is achieved when combining five spatial scales and
Fig. 11. Maximal recall at 100% precision comparison with errorbars for different numbers of combined scales in the Eynsham using Gist features (a), Gray features (b) and deep learning features (c). Number 1 in the x axis indicates the performance of single-scale matching.

Fig. 12. Average AUC with errorbars for different numbers of combined scales on the St. Lucia dataset using Gist features (a), Gray features (b) and deep learning features (c). Number 1 in the x axis indicates the performance of single-scale matching.
Fig. 13. Average AUC with errorbars for different scaling ratios on the Eynsham dataset using Gist features (a), Gray features (b) and deep learning features (c). $2^{1/4}$ in the x axis indicates the average performance combining scales in a step of $2^{1/4}$.

Fig. 14. Maximal recall at 100% precision with errorbars for different scaling ratios on the Eynsham dataset using Gist features (a), Gray features (b) and deep learning features (c). $2^{1/4}$ in the x axis indicates the average performance combining scales in a step of $2^{1/4}$. 
the best performance with the Overfeat feature is achieved when using six scales.

Fig. 12 presents the average AUC when different numbers of combined scales are used on the St. Lucia dataset. On the Gist and Gray features, different numbers of combined scales tend to deliver relatively similar performance, whilst on the Overfeat feature, combining five different scales achieves the best performance which is statistically better than using other number of combined scales.

Figs. 13 and 14 present the effect of different scaling ratios on the AUC and recall at 100% precision on the Eynsham dataset. A similar trend is observed: including a larger coarser scale achieves better performance than using a single scale, for both AUC and recall performance. Scaling ratios of \(2^{1/4}\), \(2^{2/4}\) and \(2^{3/4}\) generate very similar AUC performance, slightly outperforming those using ratios of \(2^{1/4}\) and \(2^{2/4}\). In Fig. 14, combining multiple scales always delivers statistically better performance than using a single scale, however, the difference in performance improvement between using different number of combined scales is not statistically different.

Fig. 15 describes the influence of different scaling ratios on the St. Lucia dataset, evaluated by the average AUC. The improvement between using different scaling ratios are relatively similar on the Gist and Gray features. On the Overfeat feature, the performance improvement between using multiple scales and using a single scale is not statistically different at 95% confidence level.

5.3. Illustrative multi-scale place recognition combination plots

Fig. 16 illustrates how place match hypotheses at varying scales are combined by a coarser-to-finer localization mechanism and how an incorrect match reported by a single-scale system is corrected by a two-step coarser-to-finer procedure. In general, a large number of false positives at the smallest spatial scale are eliminated due to lack of support from larger spatial scales. The example in Fig. 16 shows how secondary ranked spatially specific matches are correctly chosen as the overall place match due to support from the coarser spatial scales.

6. Conclusions and future work

We have demonstrated that implementing a multi-scale place recognition system improves place recognition performance by combining the output from parallel mapping frameworks, each trained to recognize places at a specific spatial scale. Although this paper presents a suite of specific visual pre-processing techniques and learning mechanisms, we believe that the novel multi-scale combination concept should generalize to other sensor types, sensor processing schemes and learning methods. In this section, we discuss interesting insights from the research and outline several areas of current and future work.

First and foremost, it is clear that incorporating multiple differently-scaled place recognition frameworks in parallel leads to universal performance improvement, regardless of the particular visual processing mechanism or the scaling ratio used. More subtly, there appears to be diminishing returns for having infinite map scales—the performance increase slows rapidly above 3 parallel scales in all experiments and peaks between 4 and 6 scales. Neuroscience experiments have not yet revealed whether there is an upper limit for the number of scales—the results obtained in this
research suggest from a navigation performance basis there is little to gain by having more than a handful of scales. The best scaling ratio, regardless of visual processing mechanism, was a factor of 2 between consecutive scales. As experiments with rodents provide further data, it will become clear whether there is a consistent scaling ratio between consecutive map scales and what the value of this ratio is, although preliminary evidence suggests a scaling ratio of the square root of two.

The current system assumes that the camera is moving at a constant speed during the training and testing stages. To more explicitly introduce odometry as the primary driving source, we incorporated odometry into the segmentation process in a second set of experiments using the St Lucia dataset. In the future, we can extend the use of self-motion to enable the model to expand to two-dimensional unconstrained movement in large open environments. Testing the system in open field environments will be more analogous to many current rodent experiments and may increase the likelihood of generating neuroscience insights.

From a pragmatic perspective, the next step beyond odometry-driven segmentation is data-driven segmentation, where an environment is segmented based on local self-similarity. Such an approach would avoid inefficient representations of large bland spaces with small spatial scale maps. Furthermore, in large open spaces, precise localization is often not possible: in such a situation it may be possible to fall back to a less spatially specific place recognition estimate that uses broader visual cues. To the authors’ best knowledge, there is no information on the recruitment density of grid or place cells at different scales in open environments versus cluttered environments—such an experiment would aid further development in this area.

This research has focused on the characteristics of multiple scale maps and their possible benefit for place recognition performance. The mechanism in our model—supervised learning of place segments—is unlikely to be what actually occurs in the mammalian brain. In future work, we will look at implementing the multi-scale mapping framework in a more biologically plausible manner. For example, it may be possible to iterate multiple continuous attractor networks in parallel, each representing a different map scale, and devise a neutrally plausible mechanism by which the ensemble firing of each network can be combined to provide a unique place match hypothesis.

The performance improvement in the result section varies based on the feature extraction methods. This is reasonable because different features capture different semantic information of the images and therefore deliver varying discriminative power. We need to emphasize that the focus of this work is not to propose a learning algorithm that delivers similar performance improvement which is robust to the feature extraction methods used. On the contrary, we focus on the benefit of multiple scale maps and have demonstrated that incorporating multi-scale place recognition hypotheses leads to universal performance improvement, regardless of the feature methods utilized.

Recent work using RatSLAM has shown that biologically inspired algorithms can perform online sensor fusion to enable place recognition in changing environmental conditions, such as over day–night cycles (Jacobson & Milford, 2012; Milford & Jacobson, 2013). An obvious extension to this research would be to use...
a multi-scale mapping framework to exploit the variable spatial specificity of different sensor modalities, such as cameras, range finders and WiFi. For example, WiFi signal readings typically provides a much coarser localization signal than a camera and would consequently likely perform better with the coarser network scales (Berkvens, Jacobson, Milford, Peremans, & Weyn, 2014). By integrating these multi-sensor fusion systems with a biologically-inspired, multi-scale mapping framework, it may be possible to combine their functional capabilities to produce a highly capable, general purpose robot mapping and navigation system, finally matching the amazing navigation capabilities of the humble rodent.
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