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Abstract

This paper reviews the recent experimental finding that neurons in behaving rodents

show egocentric coding of the environment in a number of structures associated

with the hippocampus. Many animals generating behavior on the basis of sensory

input must deal with the transformation of coordinates from the egocentric position

of sensory input relative to the animal, into an allocentric framework concerning the

position of multiple goals and objects relative to each other in the environment. Neu-

rons in retrosplenial cortex show egocentric coding of the position of boundaries in

relation to an animal. These neuronal responses are discussed in relation to existing

models of the transformation from egocentric to allocentric coordinates using gain

fields and a new model proposing transformations of phase coding that differ from

current models. The same type of transformations could allow hierarchical represen-

tations of complex scenes. The responses in rodents are also discussed in comparison

to work on coordinate transformations in humans and non-human primates.
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1 | INTRODUCTION AND REVIEW OF
EXPERIMENTAL DATA

Recent electrophysiological recordings in rodents have demonstrated

that neurons can code environmental barriers and objects in egocen-

tric coordinates. Here, egocentric coordinates are defined as coordi-

nates reflecting the position of features relative to the animal's

sensory input organs. Data demonstrates neurons that generate

spikes based on the distance and angle relative to the animal of the

barrier or other features. These egocentric boundary cells have been

found in multiple structures including the retrosplenial cortex

(Alexander et al., 2020; van Wijngaarden et al., 2020), the postrhinal

cortex (Gofman et al., 2019; LaChance et al., 2019), the entorhinal

cortex (Wang et al., 2018; Wang et al., 2020), and dorsomedial stria-

tum (Hinman et al., 2019).

These neuronal responses based on egocentric coordinates may

be essential to important cognitive processes including the facilitation

of transformations of sensory input from egocentric coordinates

(Figure 1b) to allocentric coordinates (Figure 1c) for goal directed

behavior. As shown in Figure 1a, visual sensory inputs arrive in the

retinotopic coordinate frame. This is transformed into a head or body-

centered egocentric coordinate frame. The egocentric coordinate

frame maps the position of barriers and objects relative to the animal

(Figure 1b). These egocentric representations may be important for

the formation of neural representations coding awareness of the

animal's location in allocentric coordinates. The allocentric representa-

tion (Figure 1c) codes the position of barriers, objects, and the animal's

Andrew S. Alexander and Jennifer C. Robinson are co-first authors.

Special Issue on Hippocampal system neurons encoding views in different species.

Received: 31 August 2022 Revised: 22 January 2023 Accepted: 25 January 2023

DOI: 10.1002/hipo.23513

Hippocampus. 2023;33:465–487. wileyonlinelibrary.com/journal/hipo © 2023 Wiley Periodicals LLC. 465

https://orcid.org/0000-0002-9925-6377
mailto:asalexan@gmail.com
mailto:jenniferclaire.robinson@gmail.com
mailto:hasselmo@bu.edu
http://wileyonlinelibrary.com/journal/hipo
http://crossmark.crossref.org/dialog/?doi=10.1002%2Fhipo.23513&domain=pdf&date_stamp=2023-03-01


own position relative to other features in the environment, such as

the position of defining landmarks in the environment, including those

not currently seen. The role of the hippocampal formation in these

transformations has been discussed in many theoretical papers

(Burgess et al., 2001; Recce & Harris, 1996). The transformation from

egocentric to allocentric coordinates is important for the process of

planning new routes during spatial navigation. If an animal wishes to

find its way from an arbitrary starting location to a previously visited

but currently unseen goal location, it needs the awareness of its allo-

centric position in the environment to generate actions to find the

goal location.

This paper will start by reviewing data on the coding of bound-

aries in egocentric coordinates, and discuss this in relationship to

models of the coding of boundaries in allocentric coordinates. The dis-

cussion will then address how the coding of boundaries in egocentric

and allocentric coordinates relates to the coding of the animal's posi-

tion in allocentric coordinates by grid cells in entorhinal cortex and

place cells in the hippocampus. We will examine how these neuronal

responses relate to the coding of spatial views in humans and non-

human primates. Finally, the transformation between coordinate

frames will be discussed in the context of prior models and new

models.

The question of transformation between coordinates arises in

many cognitive processes. This includes the perception of self-

location in the environment based on both tracking of self-motion and

the sensory experience of externally anchored landmarks. Beyond

navigation, transformations are also required for integrating

egocentric views of an object or pattern to form allocentric or object-

centered representations of the object or pattern needed for recogni-

tion, movement planning, and problem solving. These processes all

involve some transformation from sensory input in egocentric coordi-

nates to a stable representation in semantic or episodic memory that

can be used to build complex hierarchical representations of the envi-

ronment and objects. Recognizing an object could require transforma-

tion from a specific egocentric viewpoint of the object to some

internal stored allocentric representation of the relationship between

the features of the object (Bicanski & Burgess, 2019; Lewis et al.,

2019). Similarly, recognizing a specific environment is like recognizing

an object from the inside, requiring matching of a specific configura-

tion of features to the configuration in a memory of a specific object

or environment. Understanding the process of coordinate transforma-

tions could be relevant to fascinating questions about how cortical cir-

cuits form representations of a broad range of objects and

environments for the planning of future behavior, even in complex

reasoning tasks such as Raven's progressive matrices (Raven, 2000) or

the Abstraction and Reasoning Challenge (ARC; Chollet, 2019). In par-

ticular, these reasoning tasks require observation of a specific egocen-

tric configuration of sensory features and matching this to a stored

representation that allows coding of allocentric relationships between

features (Bicanski & Burgess, 2018; Do & Hasselmo, 2021; Kunda

et al., 2013; Rasmussen & Eliasmith, 2014; Raudies & Hasselmo,

2017). The relationships between features can then be represented

by transformation of coordinates in spatial dimensions such as rota-

tion, size and translation known as affine transformations, but could

also extend to features such as systematic changes based on color

and shape.

1.1 | Egocentric boundary cells in rodents

As mentioned above, several recent studies have described egocentric

boundary cells in a variety of structures associated with the hippo-

campal formation, including the retrosplenial cortex (Alexander et al.,

2020; van Wijngaarden et al., 2020), the postrhinal cortex (Gofman

et al., 2019; LaChance et al., 2019), and the entorhinal cortex (Wang

et al., 2018; Wang et al., 2020) as well as structures receiving output

from these regions such as the dorsomedial striatum (Hinman et al.,

2019) and parietal cortex (Alexander et al., 2020). These cells appear

consistent with earlier descriptions of direction-dependent place cells

(Cho & Sharp, 2001). Figure 2 shows a summary of some of these

(a)

(b)

(c)

F IGURE 1 Schematic overview of egocentric versus allocentric
coordinates. (a) Animals receive and detect sensory input in
coordinates centered around specific receptor organs. For example,
visual input arrives in retinotopic coordinates as shown on the right.
(b) Egocentric coordinates. The sensory input about an environment
barrier or object may be coded initially in egocentric coordinates
(front, back, left right), based on the angle and distance relative to the
animal (arrows). (c) Allocentric coordinates. The same scene can be

considered in allocentric coordinates, concerning the location of the
animal relative to barriers and objects. Arrows indicate coordinates of
the position of the animal and objects relative to environmental
barriers, rather than relative to the animal (Bicanski & Burgess, 2018;
Byrne et al., 2007; Raudies & Hasselmo, 2015).
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anatomical structures in rodent brain that contain neurons that show

egocentric boundary responses and their relationship to the hippo-

campus. The figure also gives an overview of some of the other func-

tional cell types and their potential interactions.

As an overview of the phenomenon of egocentric boundary cells,

Figure 3 shows the responses of egocentric boundary cells recorded

in the retrosplenial cortex (Alexander et al., 2020). Figure 3a1 shows a

plot in allocentric coordinates that depicts the allocentric position of

the animal relative to the environment at the time of each spike fired

by a single egocentric boundary cell (Alexander et al., 2020). The tra-

jectory of the animal as it forages for scattered bits of cereal is shown

with the gray line. Each time a spike occurs, the position of the animal

is plotted as a colored point. The color of the point indicates the cur-

rent head direction of the animal shown by the color wheel (i.e., pink

= northeast). The large pink circle (surrounded by a blue circle) high-

lights the position of the animal at the time of a single spike. The head

direction of the animal is shown for this example spike (black line vec-

tor with arrow) and the straight black lines radiating from the large

pink circle show measurement of the distance and angle to each wall

from the rat's position at the time of the spike. The figure shows a

subsample of angles, whereas in analysis of data, 360 degrees of angle

are sampled.

Figure 3a2 shows data for the same spike at the large pink circle

in Figure 3a1, but plotted in egocentric coordinates with the rat at

the center (Alexander et al., 2020). The thick blue and gray lines

show the position of the arena walls in egocentric coordinates, and

the thick blue line indicates where the arena walls exist within 62.5

cm of the animal (62.5 cm is a length equivalent to half the length of

the arena sides for this experiment). The black lines at different

angles show the distance to the barrier plotted in egocentric coordi-

nates in Figure 3a2, matching the lines in allocentric coordinates in

Figure 3a1.

Figure 3a3 shows the different position of the barriers for three

different spikes in egocentric coordinates for each spike, and Figure

3a4 shows the firing rate for all possible barrier positions (Alexander

et al., 2020). This shows that this neuron is tuned for specific egocen-

tric positions of barriers to the front and left of the animal. Neurons

with this form of receptive field are active whenever any environmen-

tal boundary occupies a specific range of angles and distances relative

to the animal itself. Across the population of neurons, peak firing rate

responses occur when the boundary is at a range of different dis-

tances from the animal (Figure 3b) and at a range of specific angles

relative to angle zero defined in front of the animal (Figure 3c). The

functional need is not clear for the bias toward left and right side lat-

eral responses but might result from the lateral placement of

rodent eyes.

The finding of egocentric boundary cells in retrosplenial cortex is

exciting for supporting models proposing that retrosplenial cortex

mediates transformation of representations of boundaries from ego-

centric coordinates to allocentric coordinates (Bicanski & Burgess,

2018; Byrne et al., 2007). Models of this transformation will be

reviewed in a later section of this review. The finding of egocentric

boundary cells supports a wide range of previous work in retrosplenial

cortex supporting its role in spatial navigation and awareness of self-

location. Neurons in retrosplenial cortex had previously been shown

to respond to positions along a route (Alexander & Nitz, 2015, 2017;

Mao et al., 2017, 2018, 2020). Earlier research showed that some ret-

rosplenial neurons also respond to the head direction of the animal

(Chen, Lin, Barnes, & McNaughton, 1994; Chen, Lin, Green, et al.,

1994), and this has been supported by many subsequent studies

(Alexander et al., 2020; Cho & Sharp, 2001; Jacob et al., 2017;

Voigts & Harnett, 2020).

Egocentric boundary cells have been described in a range of

other regions, including areas of dorsomedial striatum (Hinman et al.,

2019) receiving input from the retrosplenial and medial entorhinal

cortices, where egocentric boundary cells responded to barrier

angles primarily lateral to the animal's nose (though some coded

positions directly in front or behind the animal) and distances con-

centrated within specific ranges (approximately 6, 13, and 26 cm).

The concentration at specific preferred distances could indicate the

spatial resolution for associating navigational goals with the execu-

tion of specific action sequences such as whisking at short range ver-

sus full body movement on longer scales. Egocentric boundary

(a)

(b)

F IGURE 2 (a) Schematic representation of the rodent anatomy
showing the location of the retrosplenial cortex and postrhinal cortex
with bidirectional connections with the entorhinal cortex, which has
bidirectional connections with the hippocampus. The medial septum
provides cholinergic, GABAergic and glutamatergic innervation of the
entorhinal cortex and of the hippocampus via the fornix. (b) Potential
functional interactions are shown. Visual cortex areas on the dorsal
surface project to both retrosplenial cortex and postrhinal cortex,
both of which contain egocentric boundary cells and head direction

cells. Both retrosplenial and postrhinal cortex project to entorhinal
cortex. The interaction of egocentric boundary cells and head
direction cells is proposed to generate allocentric boundary cells
(Bicanski & Burgess, 2018; Byrne et al., 2007) and grid cells.
Allocentric boundary cells can generate place cells, which can drive
grid cells. Grid cells are proposed to provide affine transformations
between egocentric input and different place cell codes.
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vector responses in dorsal striatum are invariant to the visual pattern

on environmental boundaries indicating some insensitivity to high-

level visual features (Hinman et al., 2019). Another early published

report observed neurons in the lateral entorhinal cortex that

responded at particular egocentric bearings to boundaries, objects,

and goal locations (Wang et al., 2018). This and other evidence for

egocentric coding of environments has been reviewed (Bicanski &

Burgess, 2020; Wang et al., 2020).

Egocentric boundary cells also appear in other cortical regions,

including postrhinal cortex (Gofman et al., 2019; LaChance et al.,

2019) as well as secondary motor cortex (Alexander et al., 2020;

Gofman et al., 2019). Egocentric boundary cells continue to fire to

barriers in darkness in postrhinal cortex (LaChance et al., 2019) and

retrosplenial cortex (van Wijngaarden et al., 2020) and to barriers

behind the animal (Alexander et al., 2020), supporting a role of mem-

ory for barrier position based on prior contact with the barrier. In the

postrhinal cortex and entorhinal cortex, egocentric responses appear

to be anchored to points in the center of the environment (LaChance

et al., 2019; Wang et al., 2018). In a stable symmetrical environment,

points in the center of an environment maintain a constant vector to

boundary positions, making it difficult to statistically distinguish tuning

to center points from tuning to points on the barrier wall. Some exper-

iments in which the size of the environment was expanded show that

the response to barriers occurred at the same egocentric distance,

suggesting a response to the barriers and not center points (Alexander

et al., 2020; Hinman et al., 2019). The detection of boundaries might

be a precursor to the detection of the center of an environment that

requires experience of the relative relationships between barrier walls

(LaChance & Taube, 2022).

Egocentric boundary cells have also been demonstrated in the

parietal cortex (Alexander et al., 2020). A wide range of studies have

implicated the parietal cortex in the egocentric coding of the envi-

ronment and planned actions. Recordings in rodents have shown

parietal neurons responsive to the upcoming direction and distance

of a specific movement in the environment (Nitz, 2006; Nitz, 2009;

Nitz, 2012; Whitlock et al., 2008; Whitlock et al., 2012), as well as

the egocentric direction to a visual cue (Alexander et al., 2022;

Wilber et al., 2014). These rodent studies build on a long history of

recordings in parietal cortex of non-human primates showing

responses of neurons to the egocentric position of a visual cue or

the target of a future movement (Georgopoulos, 1987; Kalaska et al.,

1983; Mountcastle et al., 1975).

In summary, a variety of neurophysiological studies show encod-

ing of environmental features such as arena walls, boundaries and

objects in egocentric coordinates that depend upon the direction and

distance relative to the animal.

F IGURE 3 Responses of an egocentric boundary cell in retrosplenial cortex. (a1) Plot in allocentric coordinates shows foraging trajectory in
gray. Each time a spike occurs, animal position is plotted as a point with color indicating head direction (color wheel indicates directional coding).
(a2) Boundaries within 62.5 cm of animal (blue) are plotted in egocentric coordinates relative to animal head direction for a single spike. (a3)
Boundary positions for three spikes. (a4) Example egocentric boundary ratemap constructed after repeating steps A1–A3 for all spikes and
normalizing by occupation. Color axis indicates zero (blue) to peak firing (yellow) for this neuron (using MATLAB Parula colormap). (b) Probability
distribution of preferred distance from boundary of all retrosplenial cortex egocentric boundary cells. (c) Polar histograms and probability density
estimates of preferred boundary bearing of all retrosplenial cortex EBCs. Yellow and blue bars correspond to EBCs recorded in the left and right
hemisphere, respectively. (d) Another example EBC recorded in the retrosplenial cortex. (d1) Two-dimensional ratemap shows firing rate for
animal position in 1.25 m2 square environment (blue is no firing, yellow is peak firing rate). (d2) Plot of trajectory in gray with color of dot
indicating head direction of animal at time of spike. (d3) Egocentric plot showing receptive field on the left side of the animal. Adapted from
Alexander et al., 2020
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1.2 | Phase coding of coordinates

The representation of spatial dimensions could involve different

methods of coding, with primary candidates including coding by mean

firing rate or temporal coding by phase of spiking. Neuronal spiking

activity in the hippocampus and entorhinal cortex shows robust phase

coding relative to theta rhythm oscillations in the local field potential

(Hafting et al., 2008; O'Keefe & Recce, 1993). Theta rhythm refers to

large amplitude oscillations at 4–12 Hz in the field potential of hippo-

campus and entorhinal cortex associated with the synchrony of syn-

aptic activity in these regions (Buzsaki, 2002). Theta phase-specific

activation may play an important role in coding of information. Experi-

mental data on recordings of evoked synaptic potentials in slice prep-

arations and in vivo preparations has shown that the phase of

synaptic activation relative to theta is associated with potentiation or

depotentiation of synapses between neural populations (Hyman et al.,

2003; Orr et al., 2001; Pavlides et al., 1988). Based on this data on

potentiation as well as systematic changes in strength of different

pathways, the theta phase of synaptic activity is proposed to underlie

encoding versus retrieval of processed information including memo-

ries (Hasselmo et al., 2002). Differences in phase of firing for encoding

versus retrieval dynamics is supported by experimental work in multi-

ple structures (Douchamps et al., 2013; Manns et al., 2007; Poulter

et al., 2021; Siegle & Wilson, 2014; Wells et al., 2013). Here, the dis-

cussion will focus on the potential role of theta phase in coding spatial

information, with less emphasis on the shift between encoding and

retrieval dynamics, though the two mechanisms have been modeled

together (Hasselmo & Eichenbaum, 2005).

Evidence for phase coding of spatial information in behaving ani-

mals includes both phase locking (Fox et al., 1986) and theta phase

precession to spatial location in hippocampus (O'Keefe & Recce,

1993; Skaggs et al., 1996). In theta phase precession, a neuron starts

out spiking at late phases of theta as an animal enters the firing field

of a neuron, and progressively shifts to earlier phases of theta as the

animal progresses through the firing field (O'Keefe & Recce, 1993;

Skaggs et al., 1996). Entorhinal neurons also show both theta phase

locking (Deshmukh et al., 2010; Jeffery et al., 1995; Newman &

Hasselmo, 2014) and phase precession to spatial location (Climer

et al., 2013; Hafting et al., 2008; Jeewajee et al., 2014). This raises the

interesting question of the role of phase coding for egocentric and

allocentric representations in structures such as retrosplenial cortex.

Phase coding could also influence the coordination of ripples during

consolidation of memories (Nitzan et al., 2020).

Local field potentials in retrosplenial cortex show robust theta

rhythmicity correlated with hippocampal theta rhythmicity (Alexander

et al., 2018; Koike et al., 2017), and some retrosplenial cortex egocentric

boundary cells exhibit theta phase locking (Alexander et al., 2020). Phase

locking could represent properties of the sensory input. Phase locking

could also allow different phases for perception of sensory input and

comparison with previously memorized information as proposed for

separate phases of encoding and retrieval in the hippocampus

(Hasselmo et al., 2002), and as a component of other models involving

perception and comparison with memory (Rao & Ballard, 1999). In fact,

allocentric boundary cells in the subiculum fire on one phase of theta

during experience of a novel inserted boundary, whereas they fire on a

different phase when responding to a familiar boundary or firing on the

basis of the memory of boundaries that are no longer present (Poulter

et al., 2019; Poulter et al., 2021). This study on allocentric coding of

boundaries raises the important question of the relationship between

egocentric coding and allocentric coding of boundaries.

1.3 | Relation to allocentric boundary cells

The discovery of egocentric coding of boundaries was preceded many

years earlier by the prediction (Hartley et al., 2000; O'Keefe & Burgess,

1996) and experimental discovery (Barry et al., 2006; Lever et al., 2009;

Poulter et al., 2021; Savelli et al., 2008; Solstad et al., 2008) of allo-

centric coding of boundaries. At first glance, the egocentric and allo-

centric coding of boundaries responses might initially appear similar, and

there might in fact be neurons that show mixed selectivity that com-

bines these responses. However, the definition of an egocentric bound-

ary response is dependent on the directional relationship of the

boundary to the animal's current head direction. Thus, as shown in

Figure 3, egocentric responses will appear for all four walls with differ-

ent head directions (Alexander et al., 2020). In contrast to the egocentric

directional relationship of boundary to animal, the allocentric boundary

response depends on the allocentric directional relationship of the ani-

mal to the boundary in terms of compass direction in the environment

(Barry et al., 2006; Burgess & O'Keefe, 1996; Lever et al., 2009; Poulter

et al., 2021). So allocentric boundary cells will tend to respond to a sub-

set of one or two barriers in an environment when the animal is at a par-

ticular allocentric compass direction and distance relative to the barrier.

The prediction of allocentric boundary cells arose from the influ-

ence of shifting barrier walls (to expand or contract an environment)

on the firing of place cells (O'Keefe & Burgess, 1996). In particular,

the stretching or splitting of cells with expansion led to the hypothesis

that place cells are driven by “boundary vector cells” that code the

allocentric angle and distance of an animal relative to a boundary

(Burgess et al., 2000; Hartley et al., 2000; Hartley et al., 2014; Savelli

et al., 2008). This contrasts with the egocentric boundary cells

described above that respond to the egocentric angle and distance of

boundary relative to an animal. Many years after the initial insightful

prediction of allocentric boundary vector cells, this proposal was sup-

ported by the experimental discovery of neurons that fired when an

animal was at a specific allocentric angle and distance from bound-

aries (Barry et al., 2006; Lever et al., 2009; Savelli et al., 2008; Solstad

et al., 2008). This appears as a neuron firing when an animal is close

to boundaries in one compass direction (i.e. when the animal is to the

North of a boundary). These allocentric boundary responses can occur

well out of whisker range from a boundary (Lever et al., 2009), and

can be evoked by boundaries consisting of both wall barriers and the

drop off at the edge of a table (Lever et al., 2009; Stewart et al.,

2014). Similarly, many egocentric boundary cells do not change their

firing when the visual pattern on the walls is altered (Hinman et al.,

2019), and many of them continue to fire in darkness (LaChance et al.,
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2019; van Wijngaarden et al., 2020), or when a boundary wall is

replaced by a drop-off (van Wijngaarden et al., 2020). However, other

cells do change their response when the wall is replaced by a drop-off

(Alexander et al., 2020). Related neurons termed object vector cells

respond when an animal is at specific allocentric angles and distances

from non-boundary landmarks in lateral entorhinal cortex

(Deshmukh & Knierim, 2011) and the hippocampus (Deshmukh &

Knierim, 2013) and in medial entorhinal cortex (Hoydal et al., 2019).

Both allocentric and egocentric object vector cells were modeled in

network simulations (Bicanski & Burgess, 2018).

The same modeling framework that predicted the existence of allo-

centric boundary cells on the basis of changes in place cell firing cells

(Burgess et al., 2000; Hartley et al., 2000) was extended to predict that

the generation of allocentric boundary cells could depend upon head

direction input combined with egocentric coding of environment bound-

aries (Bicanski & Burgess, 2018; Burgess et al., 2001; Byrne et al., 2007),

thereby predicting the later discovery of egocentric boundary cells.

Thus, these models focus on a progression that starts with a transforma-

tion from egocentric boundary cells that are combined with head direc-

tion coding to form the representation of allocentric boundary cells.

Following this, the models (Bicanski & Burgess, 2018; Byrne et al., 2007)

propose that the allocentric representation of boundaries could be com-

bined to code allocentric spatial location. Thus, this modeling work can

account for the change in spatial firing location of place cells with the

movement of environment walls such as expansion or contraction

(O'Keefe & Burgess, 1996). An interesting additional question concerns

the mechanism for the change in the position and spacing of grid cell fir-

ing fields caused by the movements of the environment walls (Barry

et al., 2007; Munn et al., 2020; Stensola et al., 2012), which is influenced

by knockout of a membrane current known as h current which also

affects the coding of velocity in entorhinal cortex (Munn et al., 2020).

The response of grid cells to barrier movement has been modeled based

on selective influences of the angle and optic flow of visual cues from

different parts of the visual field (Raudies & Hasselmo, 2015; Sherrill

et al., 2015). Another interesting question concerns the role of phase of

firing relative to theta rhythm. Allocentric boundary cells in the subicu-

lum show phase specificity relative to theta rhythm oscillations, firing at

one phase of theta when an animal initially encounters a novel inserted

wall, but firing at a different phase when the cell shows a trace

response, firing on the basis of the memory of boundaries that are no

longer present (Poulter et al., 2019, 2021).

In summary, the data on egocentric coding of arena walls and

boundaries has important links to earlier work showing allocentric

coding of arena walls, boundaries, and objects, suggesting that ego-

centric coordinates are transformed into allocentric coordinates for

coding the environment.

1.4 | Allocentric coding of spatial location
by grid cells

In addition to the allocentric coding of boundaries observed in ento-

rhinal cortex and subiculum there is extensive evidence for additional

allocentric coding of the animal's spatial location. In entorhinal cortex,

grid cells provide a distinctive form of location coding. In a rodent for-

aging in an open field environment, grid cells fire as the animal visits

an array of spatial locations that fall on the vertices of tightly packed

equilateral triangles (Hafting et al., 2005). Grid cells in dorsal positions

within entorhinal cortex fire with a spacing of about 30–40 cm

between the centers of the firing fields, and the spacing and size of

firing fields increases in a quantal manner in more ventral locations

(Barry et al., 2007; Heys et al., 2014; Sargolini et al., 2006; Stensola

et al., 2012). Many grid cells fire based on both the current location

and the current head direction of the animal (Sargolini et al., 2006),

and could therefore mediate both translation and rotation transforma-

tions. Neurons in medial entorhinal cortex also show other types of

mixed selectivity, and can show spatial selectivity without showing

grid cell firing patterns (Diehl et al., 2017; Hardcastle et al., 2017).

As noted above, egocentric boundary cells in retrosplenial and

allocentric boundary cells in subiculum do show phase specificity rela-

tive to theta rhythm oscillations, but this has not yet been shown to

vary systematically for a specific sensory dimension (Alexander et al.,

2020). Similarly, grid cells in layer II of entorhinal cortex show strong

phase locking to theta that does not vary with position. In contrast,

grid cells in layer III and V of entorhinal cortex exhibit robust temporal

phase coding of spatial location, in which neurons show phase preces-

sion, shifting from spiking at late phases to early phases of theta as an

animal runs through the neuron's firing field on a linear track (Hafting

et al., 2008), or in an open field (Climer et al., 2013; Jeewajee et al.,

2014). Consistent with this precession data, the rhythmicity of ento-

rhinal spiking activity measured by an autocorrelogram shows a

slightly higher frequency than the frequency of the local field poten-

tial (Jeewajee et al., 2008), and this rhythmicity frequency increases

with running speed (Hinman et al., 2016; Jeewajee et al., 2008;

Stensola et al., 2012).

In addition to their robust firing relative to theta rhythm oscilla-

tions, grid cells show a loss of spatial selectivity during inactivation of

the medial septum (Brandon et al., 2011; Koenig et al., 2011) which

also causes loss of theta rhythmicity in the entorhinal cortex (Jeffery

et al., 1995; Mitchell et al., 1982). This suggests an important role of

theta phase coding in generating the allocentric location signal of grid

cells. Recent studies have analyzed which specific population of

medial septal neurons might regulate grid cell firing. The medial sep-

tum consists of three main cell populations, GABAergic, glutamatergic

and cholinergic (Alonso & Kohler, 1984; Colom et al., 2005; Köhler

et al., 1984; Shute & Lewis, 1967; Sotty et al., 2003). Of the three,

GABAergic cells have been identified as the primary pacemaker of

theta oscillations across both the hippocampus and entorhinal cortex

(Brazhnik & Fox, 1999; Manseau et al., 2008; Serafin et al., 1996).

Optogenetic activation of the septal GABAergic neurons drive local

field potential oscillations in the medial entorhinal cortex but there is

no change to grid cell spatial firing (Lepperod et al., 2021). In contrast,

optogenetic inactivation of septal GABAergic neurons results in a

large reduction in theta oscillatory power as well as a significant dis-

ruption to grid cell spatial periodicity (Robinson et al., 2021). In con-

trast, cholinergic and glutamatergic neurons have more moderate
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effects on ongoing theta rhythm oscillation and grid cell spatial firing.

Chemogenetic activation of septal cholinergic neurons results in a

small reduction in peak frequency in the medial entorhinal cortex and

no change to grid cell spatial coding (Carpenter et al., 2017). While

rhythmic optogenetic activation of septal glutamatergic neurons

drives ongoing theta oscillation in the hippocampus (Fuhrmann et al.,

2015; Robinson et al., 2016), optogenetic inactivation of this glutama-

tergic population of septal neurons results in no significant change to

either theta oscillation frequency nor power but does show distor-

tions of the grid spatial field (Robinson et al., 2021).

The mechanism of grid cell firing could depend upon different

influences, including both transformation of sensory input that could

drive egocentric boundary responses or path integration of self-

motion. Behavioral data shows that sensory inputs versus self-motion

integration can be combined when they give similar results or com-

pete when they are inconsistent (Harootonian et al., 2022). The

importance of sensory input in driving grid cells is supported by evi-

dence that rotation of grid cell firing fields occurs with rotation of

visual cues on the wall of a circular environment (Hafting et al., 2005;

Savelli et al., 2017), and that grid cells show compression of the spac-

ing between their firing fields in the dimension in which the walls of

the environment are shifted closer to one another (Barry et al., 2007;

Munn et al., 2020; Stensola et al., 2012). Research in mice shows a

loss of spatial coding by grid cells when the animal is initially disorien-

tated and visual cues are removed along with blocking of auditory and

olfactory cues (Chen et al., 2016; Pérez-Escobar et al., 2016). In con-

trast, some grid cells have been shown to retain their spatially periodic

firing pattern in darkness with only small changes in accuracy

(Dannenberg et al., 2020; Hafting et al., 2005), suggesting the impor-

tance of non-visual cues or an additional role of path integration.

However, grid cells show more accurate coding near environmental

boundaries with reduced accuracy as a function of time or distance

traveled from boundaries (Hardcastle et al., 2015), and they show

reduced accuracy in darkness when other cues still remain

(Dannenberg et al., 2020). Grid cells show a clear sensitivity to behav-

ioral context and spatial geometry, losing their triangular/hexagonal

firing pattern found in an open field environment when the rat is

switched to running in a zig-zag pattern (Derdikman et al., 2009) or a

spatial alternation task (Gupta et al., 2014). The importance of sensory

input is further supported by data that grid cells lose spatial coding

during inactivation of regions providing head direction input (Winter

et al., 2015). These data indicate the ultimate influence of egocentric

sensory input on grid cell firing. Thus, egocentric and allocentric repre-

sentation of boundaries might interact with allocentric representation

of location by grid cells and also by place cells as described in the fol-

lowing section.

1.5 | Allocentric coding of spatial location
by place cells

Behavioral studies have explored tasks that require either egocentric

or allocentric representations. For example, a classic study on the plus

maze showed a dissociation between two different tasks that both

involve starting from either the North or the South arm of the maze

(Packard & McGaugh, 1996). In an egocentric task, the animal must

always turn left whether starting from the North or the South,

whereas in the allocentric task the animal must consistently go to the

same location with respect to cues beyond the arena (i.e., the East

arm; Guise & Shapiro, 2017). Lesions of the dorsal striatum impair the

egocentric task (Packard & McGaugh, 1996), consistent with the pres-

ence of egocentric boundary cells in the dorsal striatum. In contrast,

hippocampal lesions spare the egocentric task but impair the allo-

centric task, consistent with the allocentric coding of spatial location

in the hippocampus. Similarly, finding the hidden platform in the Mor-

ris water maze is not impaired by hippocampal lesions when the ani-

mal always starts from the same location and can therefore use an

egocentric strategy (Eichenbaum et al., 1990), but is impaired when

the animal must navigate to that location from a range of different

starting locations (Eichenbaum, 2017; Eichenbaum et al., 1990; Morris

et al., 1982). Planning the correct spatiotemporal trajectory to the goal

from multiple different start locations requires an allocentric represen-

tation of the animal relative to the task, as shown in different models

(Erdem & Hasselmo, 2012, 2014; Ferbinteanu & Shapiro, 2003;

Redish & Touretzky, 1998). In these models, a population of place

cells provides an allocentric representation of a specific set of loca-

tions in a specific environment, allowing performance of the tasks.

The scope of this article cannot cover the full range of data on

place cell firing properties but a brief summary will provide the con-

text for subsequent discussions of computational modeling. After ini-

tial studies indicated that place cells fire based on spatial location

(O'Keefe, 1976; O'Keefe & Dostrovsky, 1971), further studies showed

firing responses within firing fields with diameters on the order of

20 cm during foraging in an open field environments (Huxter et al.,

2008; Lever et al., 2002; Muller et al., 1987; O'Keefe & Burgess,

1996), and in local areas of linear tracks (O'Keefe & Recce, 1993), the

8-arm radial maze (McNaughton et al., 1983), or a spatial alternation

task (Ainge et al., 2007; Kinsky et al., 2020; Wood et al., 2000). The

firing of place cells can vary dependent on many factors including

direction through the place field (Fenton & Muller, 1998) and the size

of firing fields can differ and cells can have more than one firing field

(Fenton et al., 2008). The position of an animal can be effectively

decoded from the firing activity of hippocampal place cells (Brown

et al., 1998).

Similar to the phase coding demonstrated by grid cells in deeper

layers of entorhinal cortex, hippocampal place cells show robust phase

coding of spatial location, in the form theta phase precession

(O'Keefe & Recce, 1993). This phenomenon provides strong evidence

for temporal phase coding in mammals. As the animal enters the firing

field of a place cell, the spiking first occurs at late phases relative to

theta rhythm recorded in the local field potential (Maurer et al., 2006;

O'Keefe & Recce, 1993; Schmidt et al., 2009; Skaggs et al., 1996;

Zugaro et al., 2005). As the animal runs through the firing field and

exits, the phase of spiking shifts to earlier and earlier phases of theta.

Across multiple neurons, theta phase precession often appears

along with sequential spiking of neurons termed theta sequences
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(Foster & Wilson, 2007), but phase precession can appear on the first

trial in a novel environment, whereas theta sequences only appear

later (Feng et al., 2015). Thus, models of place cells should consider

phase coding as an important alternate hypothetical coding mecha-

nism relative to rate coding.

Similar to grid cells, models of place cells have tended to focus

either on sensory cues or path integration, but a few have combined

these influences. A number of experimental studies show the impor-

tance of distal sensory cues for influencing place cells. Rotation of a

differently colored cue card on the wall of a circular chamber causes

rotation of place cell firing fields (Muller & Kubie, 1987), and starting

an animal in darkness results in firing fields that differ from those seen

when it enters in light (Quirk et al., 1990). This remapping of neuronal

activity also occurs when the shape of an environment is changed in

one room (Lever et al., 2002), or the same environment is placed into

a different recording room (Fyhn et al., 2007), indicating the impor-

tance of distal cues. Hippocampal neurons including place cells can

also show changes in mapping due to changes in sensory cues such as

odors, reward, or tactile surface boundaries (Anderson & Jeffery,

2003; Wiener et al., 1989).

The support for influences of sensory input on place cell firing

can be contrasted with evidence for the role of path integration, in

which the self-motion signal including direction and speed is inte-

grated to generate current location (McNaughton et al., 1996, 2006).

The capacity for path integration is supported by data in rats showing

that place cells can maintain their firing fields in the dark when a rat

starts out in light conditions in the maze (Quirk et al., 1990) similar to

grid cells in rats (Hafting et al., 2005). The importance of self-motion

is also supported by comparisons of smaller place cell firing fields dur-

ing active running compared to large, more diffuse place cell firing

fields during passive movement on a train (Terrazas et al., 2005). The

two mechanisms have been contrasted in an experiment using run-

ning from a start box to a goal location on a one-dimensional track

that was shifted regularly (Gothard, Skaggs, & McNaughton, 1996;

Gothard, Skaggs, Moore, & McNaughton, 1996). Some cells fired

based on distance from the start location (supporting path integra-

tion), whereas others responded based on the visible box location

(supporting influence of sensory input). Different models of place cell

firing will be discussed further below in the section on modeling.

1.6 | Egocentric and allocentric representations in
primate cortex

The research on egocentric spatial views in rodents relates to a long

history of research in primates. Neurological investigations of effects

of parietal cortex lesions in humans have demonstrated selective

impairment of the perception of segments of spatial views, as in the

case of parietal neglect that usually affects the left visual field after a

right sided lesion affecting parietal cortex (Sidman et al., 1968).

Consistent with this, early recordings from parietal cortex in non-

human primates demonstrated neurons that code specific ranges of

the direction of reaching movements generated by an animal

(Georgopoulos, 1987; Kalaska et al., 1983; Mountcastle et al., 1975),

or the perception of movements toward an animal (Caggiano et al.,

2009; Rizzolatti & Fabbri-Destro, 2008).

Unit recordings in monkey hippocampus and parahippocampal

regions have demonstrated neural responses to spatial views of the

environment, known as spatial view cells (Georges-Francois et al.,

1999; Mao et al., 2021; Robertson et al., 1998; Rolls et al., 1997,

1998). These neuronal responses are allocentric representations

based on when the animal's gaze is focused on a specific segment of

the external environment, as the neuronal responses do not change

dependent on the orientation of the location relative to the animal's

current position (Georges-Francois et al., 1999; Robertson et al.,

1998; Rolls et al., 1997, 1998). Thus, a spatial view cell will respond

when an animal looks at a particular location in a room, regardless of

the animal's current location, head direction, or eye direction. Many

neurons in monkey hippocampus, subiculum and entorhinal cortex

also respond to facing location—firing when the animal's head direc-

tion is directed at a particular allocentric location independent of gaze

direction (Mao et al., 2021). Both spatial view and facing location neu-

rons differ from egocentric boundary cells, which depend strongly on

the animals current location and head direction relative to the barrier

(Alexander et al., 2020). Egocentric boundary responses also exist in

monkeys, as some cells (Rolls & O'Mara, 1995) respond when the ani-

mal was facing the wall (restricted-view cells) or facing the center of

the chamber (wide view cells), and a set of neurons with distinct ego-

centric boundary responses were shown in the same comprehensive

study that showed both spatial view and facing location responses

(Mao et al., 2021).

Electrophysiological recordings in non-human primates have also

suggested a response analogous to grid cells, but rather than based on

the animals allocentric position in the environment, these responses

appear to depend on the current eye position of the animal

(Bicanski & Burgess, 2019; Killian et al., 2012; Killian & Buffalo, 2018;

Lewis et al., 2019; Meister & Buffalo, 2018; Rueckemann et al., 2021).

In addition, neurons have been shown in non-human primates that

respond to place, but these are much less frequent than spatial view

responses (Ludvig et al., 2004; Mao et al., 2021; Wirth et al., 2017).

This difference in number of place cells has been proposed to be due

to the stronger reliance of primates on a narrow visual range of

the fovea (Rolls, 2023). In contrast to more continuous theta during

locomotion in rodents, non-human primates show brief bouts of theta

rhythmicity during the onset of locomotion (Mao et al., 2021).

Monkey single unit recordings in hippocampus, subiculum and ento-

rhinal cortex show consistent phase locking to theta as well as gamma

frequency in the local field potential (Mao et al., 2021), but only a few

neurons show theta phase precession. Theta in the local field poten-

tial in monkeys also shows synchronization with the generation of

saccadic eye movements (Hoffman et al., 2013; Jutras et al., 2013;

Jutras & Buffalo, 2014; Katz et al., 2022), similar to phase reset with

onset of stimuli in rodents (Givens, 1996; McCartney et al., 2004;

Williams & Givens, 2003) and humans (Rizzuto et al., 2006).

Single units recorded in humans during virtual navigation show

neuronal spiking responses similar to grid cells (Jacobs et al., 2013;
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Nadasdy et al., 2017) and to place cells and spatial view cells (Ekstrom

et al., 2003; Miller et al., 2013). Similar to monkeys, recordings in

humans do not show the continuous theta rhythmicity during move-

ment that is seen in rodents (Caplan et al., 2003; Ekstrom et al., 2005;

Watrous et al., 2011, 2013), but instead show brief bouts of rhythmic-

ity at lower frequencies that increases in power with movement speed

(Bush et al., 2017; Ekstrom et al., 2005; Watrous et al., 2011). Theta

rhythmicity in human hippocampus has also been shown to increase

near the boundaries of the environment (Stangl et al., 2021). Record-

ings indicate that spiking responses in human hippocampus show

theta phase precession relative to the theta rhythm in the local field

potential (Qasim et al., 2021) and entorhinal neurons show phase

locking to gamma (Nadasdy et al., 2022). fMRI activity in humans

demonstrates a six-fold rotational symmetry in virtual worlds as pre-

dicted for grid cell responses (Doeller et al., 2010) which has also been

observed in recordings of theta oscillations in the local field potential

in the human entorhinal cortex (Maidenbaum et al., 2018). This sixfold

symmetry is disrupted by virtual environmental barriers (He &

Brown, 2019).

Neuronal activity in the human brain during virtual spatial naviga-

tion has been analyzed using functional magnetic resonance imaging.

This reveals a robust neuronal activity in response to viewing complex

spatial environments (Stern et al., 1996). Consistent with evidence for

egocentric representations of boundaries in retrosplenial cortex of

rodents, the retrosplenial cortex has been shown to be active for tasks

that involve navigation based on spatial landmarks (Epstein et al.,

2007; Epstein & Higgins, 2007; Sherrill et al., 2013). Different regions

of the retrosplenial cortex show different functional associations, with

episodic memory function in anterior regions and scene coding and

navigation function in more posterior regions (Chrastil et al., 2018).

The retrosplenial cortex has also been shown to be robustly activated

when tracking distance back to the start location of a trajectory

(Chrastil et al., 2015, 2016), consistent with a role in transforming an

egocentric representation to an allocentric representation of distance.

There is also a strong interaction of these structures with cortical

structures representing optic flow (Sherrill et al., 2015). Thus, the neu-

ronal activity in human cortex is consistent with the involvement of

these structures in transformations from egocentric to allocentric

representations.

2 | REVIEW OF MODELS OF SPATIAL
COORDINATE REPRESENTATIONS

2.1 | Modeling of egocentric boundary cells

Egocentric boundary cells respond to a remarkable range of sensory

input from the environment. As noted above, many egocentric bound-

ary cells do not change their firing when the visual pattern on the

walls is altered. In addition, the fact that these egocentric boundary

cells can respond at distances up to 50 cm from the boundary wall

suggest that they are guided by visual sensory input (Alexander et al.,

2020). Computational models show that using synaptic modification

with sparse coding constraints (Lian & Burkitt, 2021; Olshausen &

Field, 1996, 2004) to form an efficient representation of visual input

from the entire foraging trajectory within a population results in many

simulated neurons that have responses similar to egocentric boundary

cells that can respond similarly in circular and rectangular environ-

ments (Lian et al., 2022).

2.2 | Modeling of coordinate transforms in
parietal cortex

Modeling the transformation from one coordinate frame to another,

such as the egocentric to allocentric coordinate frame, can be per-

formed by using what are referred to as gain field representations

(Bicanski & Burgess, 2018; Pouget & Sejnowski, 1997; Salinas &

Abbott, 2001). Gain field representations allow coordinate transfor-

mations by using a nonlinear (usually multiplicative) interaction

between an input representation in one coordinate system

(e.g., retinotopic) and another input representing a different coordi-

nate system (i.e., eye position). If the inputs are basis functions

(e.g., Gaussians for the retinotopic response, and sigmoids for the eye

position), then the combination can act as a basis function for a wide

range of different outputs (Pouget & Sejnowski, 1997). However, this

requires that the full range of retinotopic inputs should be multiplied

by the full range of eye positions. This then allows an output to be

learned that involves a linear combination of the two inputs such as

generating a reaching response with an angle x + y that adds the

angle of the visual cue (x) and the angle of the eye position (y) to gen-

erate the necessary angle of reaching (x + y) as described in work by

Salinas and Abbott (2001). These authors point out that the multipli-

cative interactions used in gain fields could arise from multiplicative

interactions due to nonlinear interactions of NMDA conductances on

adjacent synapses on the dendritic tree (Mel, 1993), or from multipli-

cative interactions due to center-surround interactions of recurrent

synapses (Salinas & Abbott, 1996, 1997, 2001).

2.3 | Neural activity relevant to gain field
transformations

The hypothesis of gain field transformations predicts conjunctive spa-

tial representations that should show a change in firing rate that com-

bines sensitivity to one spatial variable (e.g., egocentric position of a

wall or cue) with an increase or decrease in firing rate (i.e., a gain mod-

ulation) based on a second variable such the gaze direction of the ani-

mal (Andersen et al., 1985). These types of conjunctive responses

have been observed in a number of regions. Neurons in parietal cortex

of rodents code the egocentric angle to behaviorally relevant visual

landmarks and the animal's allocentric heading orientation simulta-

neously (Wilber et al., 2014). Retrosplenial neurons also exhibit

changes in response to repeated visual landmarks that appear at dif-

ferent spatial positions (Fischer et al., 2020; Mao et al., 2020; Powell

et al., 2020) as a conjunctive code of a visual cue and its relative
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location. A change in firing rate was observed for the response to

repeated local features during running along a familiar route

(Alexander & Nitz, 2015, 2017; Nitz, 2012). Modulation by position

along a route has been shown to alter firing rate for both egocentric

turns and higher-order cognitive variables such as choice availability

in secondary motor cortex (Olson et al., 2020).

Similar to these examples, egocentric boundary cells in lateral

entorhinal cortex, postrhinal cortex, and retrosplenial cortex exhibit

co-modulation by allocentric head direction (Alexander et al., 2020;

Gofman et al., 2019; Jacob et al., 2017; LaChance et al., 2019, 2022)

supporting proposed mechanisms for translation between coordinate

systems in network models (Bicanski & Burgess, 2018; Byrne et al.,

2007). As noted above, combinations of neurons with conjunctive

gain-field modulation can approximate nonlinear coordinate frame

transformations (Bicanski & Burgess, 2018; Pouget & Sejnowski,

1997; Pouget & Snyder, 2000). Thus, there is support for a role of gain

field modulation in mediating coordinate transformations.

2.4 | Modeling of egocentric to allocentric
transformation of boundary cells

The model of transformations from egocentric to allocentric maps by

the Burgess group (Bicanski & Burgess, 2018; Byrne et al., 2007) used

an egocentric representation of barriers that was multiplied by a range

of representations of head direction, based on neural evidence for

conjunctive codes supporting gain field modulation. In this framework,

the input of any specific current head direction could multiply the

egocentric barrier input to allow a transformation to the same stable

allocentric representation of the barriers. This framework requires

representations of both barriers and head direction that uses large

vectors of smooth firing rate that are combined in an extensive weight

matrix for the transformation to allocentric coordinates. This repre-

sentation also requires experiencing boundary segments at all dis-

tances and directions at least once in the environment to create the

necessary maps for all distances and directions, as the model does not

automatically interpolate or extrapolate to previously unlearned dis-

tances and directions. This developmental learning phase has not

been modeled yet. An alternate framework for egocentric to allo-

centric transformations is summarized below in section 3.

2.5 | Prior modeling of the allocentric firing of grid
cells

Despite the strong evidence for the importance of sensory input in driv-

ing grid cells, many existing models of grid cells instead focus on the phe-

nomenon of path integration, in which the grid cell firing field is updated

based on the animal's current movement velocity, consistent with coding

of running speed in hippocampus (McNaughton et al., 1983), entorhinal

cortex (Dannenberg et al., 2019; Kropff et al., 2015; Wills et al., 2012)

and retrosplenial cortex (Carstensen et al., 2021). Path integration was

the primary mechanism used for generating grid cell firing fields in all of

the attractor dynamic models of grid cells (Burak & Fiete, 2009; Fuhs &

Touretzky, 2006; Guanella et al., 2007; McNaughton et al., 2006), as well

as the oscillatory interference models of grid cells (Burgess, 2008;

Burgess et al., 2007; Hasselmo, 2008; Zilli et al., 2009; Zilli & Hasselmo,

2010). Integration of velocity in these models allows updating of the grid

cell firing field relative to the starting position of that session. This mech-

anism suffers from potential accumulation of error, but this can be

reduced by resetting the network based on sensory input from place

cells as was performed in a hybrid model combining oscillatory interfer-

ence and attractor dynamics (Bush & Burgess, 2014). Other models have

focused on the ongoing update of grid cells by sensory input from place

cells (Kropff & Treves, 2008; Si et al., 2012), consistent with evidence

that inactivation of place cells reduces the spatial specificity of grid cells

(Bonnevie et al., 2013), whereas loss of grid cell specificity during medial

septum inactivation (Brandon et al., 2011; Koenig et al., 2011) does not

abolish place cells (Brandon et al., 2014).

2.6 | Prior modeling of the allocentric firing of
place cells

The review of behavioral data above indicates the behavioral impor-

tance of an allocentric representation of spatial location by place cells.

But how can this allocentric representation be formed? There are a

number of models of the formation of allocentric spatial representations.

Early models proposed that place cells could be formed based on config-

urations of sensory cues (Brown & Sharp, 1995; Shapiro &

Hetherington, 1993). Another model proposed that intrinsic network

dynamics generate an internal place cell map, which is then anchored to

specific external sensory features (Samsonovich & McNaughton, 1997).

Another set of models proposed that place cell representations are asso-

ciated with different combinations of allocentric boundary cells via a

gain field transformation of rate coding vectors provided by egocentric

boundary cells (Bicanski & Burgess, 2018; Byrne et al., 2007; Hartley

et al., 2000). Alternatively, the place cell representation could be formed

by summation of the input from grid cells, regardless of the mechanism

for grid cell formation (Fuhs & Touretzky, 2006; Hasselmo, 2009;

O'Keefe & Burgess, 2005; Rolls et al., 2006; Solstad et al., 2006). A fur-

ther possibility described in more detail below is that place cells arise

from a transformation of phase coded representations from the entorhi-

nal cortex. In this framework, the place cell representation could be

formed and reactivated by a phase coded representation as summarized

in the following section. In the latter framework, the entorhinal grid cells

could provide systematic phase shifts that could explore the full possible

range of spatial translations and rotations.

3 | A PHASE MODEL USING BOUNDARY
CELLS TO DRIVE GRID CELLS AND PLACE
CELLS

This section describes a model of the transformation from egocentric

to allocentric coordinates that uses a temporal phase code rather than
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a rate code. The existence of temporal phase coding is strongly sup-

ported by the phenomenon of theta phase precession by entorhinal

grid cells (Climer et al., 2013; Hafting et al., 2008; Jeewajee et al.,

2014) and hippocampal place cells (Huxter et al., 2008; Ning et al.,

2022; O'Keefe & Recce, 1993; Skaggs et al., 1996). This framework

proposes that features such as boundaries can also be represented by

phase of firing relative to theta or gamma rhythm oscillations in the

retrosplenial cortex or entorhinal cortex, rather than mean firing rate.

This is compatible with evidence that retrosplenial egocentric bound-

ary cells and other neurons show selective phasic firing relative to

theta rhythm as well as gamma frequency coupling to hippocampal

theta oscillations (Alexander et al., 2018, 2020), though boundary

responses can appear in the absence of theta (Koenig et al., 2011). In

this framework, the coding of a particular previous location in a partic-

ular environment could then be stored by a neuron such as a place cell

that has dendritic dynamics that are sensitive to the specific phases of

a set of boundary cells. The computation of other allocentric positions

relative to this coded position could then be performed by an array of

entorhinal grid cells that perform phase shifts corresponding to trans-

lation relative to this initial location. The model uses oscillatory den-

dritic dynamics similar to the oscillatory interference model of grid

cells (Burgess, 2008; Burgess et al., 2007). However, the current

model does not involve integration of movement velocity by oscilla-

tory dynamics. Instead, this framework involves a coding a phase shift

dependent on the egocentric distance to environmental barriers

(Raudies & Hasselmo, 2015) as coded by egocentric boundary cells.

Note that this mechanism resembles the phase resetting of oscilla-

tions induced by visual input in models that used a combination of

velocity updating and visual sensory input (Bush & Burgess, 2014).

However, here the input phase is representing sensory input pro-

posed to occur continuously at all time points. Instead of summing

oscillations that have integrated position by changes in frequency, the

model sums oscillations with phases that represent location depen-

dent sensory input with oscillations representing a previously stored

set of input phases. This interaction of oscillations is proposed to be

mediated by a stored dendritic sensitivity to phase dynamics gener-

ated by input rather than an interaction of ongoing oscillations. This

idea is described in further detail below and in the following figures.

3.1 | Mathematical example

Figure 4 illustrates the basic idea of the mathematical computation of

current allocentric location from egocentric coordinates. Figure 4a

shows coding in egocentric coordinates of the position of the barrier

relative to the front, back, left and right of the animal at a particular

time point when an animal first enters the environment (for simplicity,

this is considered to be the lower left corner of environment with

direction north). In this example, the animal sees the egocentric posi-

tion of the center of each environmental barrier (indicated by gray

(a) (b) (c)

(d)

F IGURE 4 Mathematical computation of current allocentric location from egocentric coordinates. (a) The animal is assumed to have a
memory of barrier feature locations (circles on walls) in egocentric coordinates shown here as memory vectors (gray dash-dot lines) relative to its
previous position during an initial encounter with the environment. (b) The information on egocentric feature coordinates in memory (a) and at

the current time (c) can be related by an affine transformation matrix B that codes current allocentric position (dark gray dashed lines) of the
animal relative to the position of the previous memory (one position relative to another position). (c) At any given time, the current egocentric
barrier feature is coded in egocentric coordinates (gray dash-dot lines) relative to its current position. (d) Matrix multiplication generates the
memory egocentric vectors in (the egocentric coordinates in array A). This is equal to the result of multiplying the affine transformation matrix B
by the current egocentric vectors (the egocentric coordinates in array C). The affine transformation matrix includes the allocentric coordinates
corresponding to the rotation of the agent relative to initial position (39�) and the allocentric translation dx and dy of the agent relative to the
start location
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dash-dot lines), and this is presumed to activate responses of ego-

centric boundary cells that fire at a specific phase relative to net-

work theta. The numbers in the figure show the egocentric

Cartesian coordinates (x,y) of each of three features at the center

of each of three walls, which are coded in the array in Figure 4d

as [0; 0.5], [0.5; 1], [1; 0.5]. In this example, this first view of the

environment is considered to be stored as a memory of the envi-

ronment, potentially by intrinsic dynamics of a neuron biasing

toward responding to a specific phase.

Figure 4b shows a later time point when the animal is at a differ-

ent allocentric position that is translated by x = 0.275 and y = 0.664

(gray dashed lines) and rotated by 39 degrees. How can the animal

determine this new position relative to the starting point? Figure 4c

shows the egocentric coordinates of the wall features relative to the

animal at this new point (dark gray dash-dot lines). These are coded in

Figure 4d as [�0.32; 0.4], [0.39; 0.12], [0.46; �0.58]. The computation

in Figure 4d shows the mathematical relationship between the mem-

ory of the first egocentric feature coordinates A (Figure 4a), and the

current egocentric feature coordinates C (Figure 4c). Note that these

egocentric coordinates are related by the affine transform matrix B,

which codes the current allocentric position of the animal show in

Figure 4b. This affine transformation matrix includes four values in

the upper left (rows 1–2 and columns 1–2) that code the rotation of

the animal's allocentric head direction (39 degrees) as well as two

values in the upper right (rows 1–2, column 3) that code the allo-

centric translation dx and dy of the animal relative to the memory of

start location.

In this framework, computing the current allocentric position

and angle involves computing the affine transform matrix B. This

matrix B could be obtained mathematically from the feature coordi-

nates from Figure 4a,c, to generate the current allocentric position

of the animal relative to the animal's previous position in the envi-

ronment. This mathematical computation of current allocentric posi-

tion could be performed by multiplying the pseudoinverse of the

array of egocentric coordinates by the egocentric memory coordi-

nates to obtain an affine transformation matrix B = C � A�1. How-

ever, it is not clear that neural circuits could compute the

pseudoinverse.

Alternately, the network could test in parallel numerous affine

transform matrices to find the one that best fits the original memory.

That is what we propose here, though the exact physiological mecha-

nisms are not fully clear. The basic idea is that each entorhinal cell

receives current egocentric information (Figure 4c) and an egocentric

memory of environment (Figure 4a), and each entorhinal cell has dis-

tinct individual dendritic phase shifting properties that represent a

range around one possible affine transformation. The dendritic physi-

ological mechanisms that could implement this mathematical transfor-

mation are not completely clear. However, this could involve

representation of values by the phase of theta waves of membrane

potential on the dendrite induced by synaptic input from areas such

as retrosplenial cortex. These inputs could be influenced by dendritic

mechanisms that cause phase shifts corresponding to the affine trans-

formation matrix. These phase shifted inputs then interact with theta

waves induced by separate dendritic properties or synaptic input

that represent the original memory of the environment from the

hippocampus. In the model, the theta waves induced by synaptic

input are represented by cosine functions that are summed, and

evaluated for crossing a threshold. This causes spatially phasic

interactions similar to the oscillatory interference model of grid cell

(Burgess, 2008; Burgess et al., 2007). The entorhinal cells with

phase shifts that cause the phase induced by retrosplenial input to

best match the phases induced by memory from hippocampus are

(a) (b) (c) F IGURE 5 Example of the
representation of the numbers in Figure 4
by the phase of waves. (a) The colored x,y
dimensions of vectors at top match the
phases of waves representing x and y
below. (b) A small shift in position results
in a small shift in phase of the waves.
(c) A larger shift in position and rotation
results in very different egocentric

coordinates. The colors of these
egocentric vectors match the waves
representing these vectors below.
(d) Summary of the matrix computations
that relate one column of input to one
column of output. These could result
from dendritic dynamics allowing
multiplicative influences on phase in local
areas of the dendrite
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the ones that are activated at a current moment, firing as grid

cells. In this manner, the entorhinal cells with phase shifts corre-

sponding to the appropriate affine transformation are activated and

thereby code the appropriate affine transformation for current

position. Entorhinal cells with different phase shifts will show dif-

ferent spatial phases.

Figure 5 shows how the numerical values of the vectors shown

in Figure 4 can be represented by theta waves modeled as cosine

functions with specific phases that are proposed to be induced by

input to entorhinal cortex from retrosplenial or postrhinal cortex and

from hippocampus. Figure 5a shows the phase of theta waves

(cosine functions) representing the memory from hippocampus for

the egocentric vectors between the starting location 0,0 in the lower

left and the three different features on the walls. Each vector is

coded with a color that matches the color of the theta waves

(cosines) that represent the vector by their phases (i.e., the first two

waves shown in dark green correspond to the vector x = 0, y = 0.5).

The other vector colors match the phases of the other wave pairs.

The waves could arise from synaptic influences on voltage-sensitive

membrane conductances such as h current or M current that alter

the phase of membrane resonance (such as cAMP activation of h

current), or could be due to network activation of excitatory and

inhibitory currents. Notably the experimental reduction of h current

blocks the shift of grid cell spacing and change in slope of speed cod-

ing that normally occurs in response to movement of barriers (Munn

et al., 2020). Here, the vectors are represented by two dimensions at

90 degree angles, but in Figures 6 and 7, they will be represented by

three dimensions at 120 degree angles. Figure 5b shows that a small

shift in location that causes a small shift in egocentric vectors corre-

sponds to a small shift in phase of the waves. Figure 5c shows theta

waves (cosine function) representing current egocentric vectors

between location and features that could be induced by synaptic

input from egocentric boundary cells in retrosplenial or postrhinal

cortex. The current egocentric input in Figure 5c has a large differ-

ence in rotation and translation from Figure 5a, resulting in a larger

difference in phase. The color of the vectors again matches the color

of the waves with different phases. Figure 5d illustrates the compo-

nents of the affine transformation that generate the first column of

Figure 5a from the first column of Figure 5c. The exact mechanisms

for such a phase shift are not clear, but could involve the dendritic

currents causing a shift of the phase of dendritic theta waves that

could be due to intrinsic properties of the h current and potassium

F IGURE 6 Simulation of place cells and grid cells with phase codes
shown for one feature on the West wall for simplicity (dark green
asterisk on West wall). (a) Memory of a location in lower left of
environment is stored by phases of dendritic sensitivity representing
distance to the feature (dark green theta waves—cosine functions).
Examples of phases of theta waves for locations that match the
memory are shown by light green curves, which match the dark green
curves. Examples of phases for locations that do not match are shown
in magenta and cerulean. (b) As the animal forages (gray lines in b), the
locations generate different phases for egocentric coordinates in (a). The
memory location is shown as a blue dot. The locations corresponding to
the light green wave phases in (a) are shown as dots in light green. The
broader range of locations with input matching the dark green curves
are marked by red dots. The cerulean or magenta dots show other
locations not in place field that correspond to the cerulean and magenta
waves. (c) For a grid cell simulation, the synaptic input of egocentric
feature distance activates dendritic dynamics with high frequency
oscillations (red and light green cosine functions with two cycles). The
red and light green waves shown here have peaks that come closest to
matching the peak phase of the lower frequency memory waves (dark
green), and therefore generate spikes shown in (d). (d) Grid cell firing
locations corresponding to all matching phases are shown in red (where
the red wave peaks driving the light green wave peaks best match the
dark green wave peaks. (e) For a different grid cell, the red cosine
functions again show the responses to egocentric synaptic input at
example input location phases that successfully drive the grid cell.
Because this grid cell has different dendritic dynamics that cause a
translational phase shift, these red inputs are shifted in phase by the
dendrites to create the light green waves (different phases of red and

light green cosine functions). The figure shows the light green waves
that have peaks that best match the peaks in the memory waves (dark
green) and drive spikes (red dots in f). (f) The grid cell firing locations
corresponding to all matching locations are shown in red. The dendritic
phase shift between red and light green causes these locations to be
out of phase relative to Figure 6d. Thus, a different set of red firing
locations match the memory due to the dendritic phase shift.
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currents that influence the relative inductance and resistance of the

dendrite.

3.2 | Generation of a place cell response

As described above and in Figures 4 and 5, the phase of firing of ret-

rosplenial egocentric boundary cells could represent the current dis-

tance of the animal from features such as the middle of each wall.

This could be matched to a previously learned set of phases that have

been stored by the intrinsic sensitivity of dendritic dynamics in a place

cell or by synaptic input from a specific hippocampal place cell. The

matching of current sensory input along the trajectory to a particular

stored pattern of oscillatory dynamics is shown in Figure 6a.

As the rat forages in the environment, the trajectory of the forag-

ing rat is shown in light gray in Figure 6a. For each location along this

trajectory, a set of input curves are generated representing input from

phase coding of the egocentric position of the single feature on the

barrier. Thus, each current location along the trajectory is represented

by a phase code representing distances to one feature (dark green

asterisk) on one wall. In Figure 6a, the memory of a location in the

bottom left of the environment is stored by phases of theta waves

(dark green cosine functions in Figure 6a) that represent different dis-

tances to the feature on one wall. Note that these phases represent

the x,y vector projected onto three vectors at 120� angles, one in the

direction of dimension x, and the other at 120� angles. The stored

phase code of this single location relative to this single feature is

shown in dark green curves in Figure 6a and a dark blue dot in lower

left of Figure 6b. The exact mechanism of storage is not clear, but

could involve long-term phosphorylation of h current channels that

can be reactivated by synaptic input.

This simulation can generate a place field type response. At all

locations on the gray trajectory, the cosine functions (theta waves)

induced by synaptic input representing current egocentric input are

summed with the cosine functions representing specific phase proper-

ties associated with the stored location, and the summed cosines are

evaluated for crossing a threshold. This sum crosses the threshold

when the rat is in locations shown by light green dots in Figure 6b,

where synaptic input from egocentric boundary cells generates den-

dritic dynamics (theta waves) shown as light green curves in Figure 6a.

In these locations, the simulated neuron generates a spike because

the current input phases (light green) are close to the memory phases

(dark green) in Figure 6a, driving the light green dots in Figure 6b. For

clarity, the light green curves in Figure 6a show a small subset of a

larger number of matches.

Beyond the few examples shown in light green, there are many

additional cases in which summation of input cosine functions close

to the stored dark green cosine functions crosses a threshold to cause

spiking activity. The broader range of matching occurs when the agent

is in locations (in Figure 6b) shown as red dots, resulting in spiking in a

localized area similar to a place cell firing field. The size of the firing

field depends on the threshold used to evaluate the sum or multiplica-

tion of the input curves and the curves coded by dendritic dynamics.

F IGURE 7 Simulation of place cells and grid cells based on phase
coding of four wall features. (a) The memory of a location in the lower
left of environment is stored as phases of dendritic sensitivity
representing different distances to four walls. Thus, four columns with
three cosine functions in each column represent distances from
current location to each of four features labeled with dark green,
olive, brown and red. As the rat forages, the current egocentric
coordinates are represented by 12 input phases (light green). Phases
for other locations that do not match are shown in magenta and
cerulean. (b) The place cell plot shows red dots for all locations when
input phases are close to memory phases. Light green dots show
closest examples corresponding to the green curves in Figure 7a.

(c) The place cell phase code sent to entorhinal cortex sets phase
dynamics for an individual location with a specific distance to each
feature represented by cosine function shown in dark green, olive,
brown, and red. The input of current phase (red cosine functions) are
phase shifted by entorhinal membrane dynamics to cause dendritic
dynamics (light green waves) that match the dendritic sensitivity
dynamics coding features (dark green, olive, brown, red). Because of
this phase shift, the best match occurs for phases where the peak of
the light green waves does not match the peak of the red waves.
(d) When the light green dendritic dynamics match stored feature
dynamics the grid cell fires a spike (all matching locations shown as
red dots). (e) A different grid cell has dendritic dynamics that cause
less phase shift than part d resulting in a similar phase between the
red phases and the light green phases. (f) The red dots show all
locations of best matching dynamics. Note the translational phase
shift relative to the red dots in (d) due to the difference in dendritic
phase shift between the red and light green lines in (c).
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Note that data on egocentric boundary responses suggests broader

tuning at greater distances (Alexander et al., 2020), which could be

reflected in greater variance in firing at greater distances from the

walls (Hardcastle et al., 2015).

Figure 6a separately shows the stored phase code curves (cosine

functions) in magenta and cerulean for two other place cells that differ

in location and distance from the dark green feature relative to the

dark green phase codes. These cells could fire at different times when

the animal is close to these stored phases. Figure 6b uses the same

colors to show the location where these different phase code curves

were generated. It can be seen in Figure 6a that these phase codes

are not similar to the memory represented by specific waveforms

shown in dark green.

Note that the simulation is not showing all possible rotations, but

focuses on representing translations for one orientation of the rat.

The difference in head direction on different trajectory could be

decoded by head direction cells modulating the affine transformation

matrix as shown in Figures 4d and 5d. This review paper does not

have space to go into all the details and potential extensions of this

newly developed model.

3.3 | Mechanism of dendritic dynamics

The dendritic dynamics shown in dark green in Figure 6a could be

implemented by altering second messenger pathways that alter the

time constant of various dendritic membrane channels to influence

dendritic dynamics such as the hyperpolarization activated cation cur-

rent (h current) or voltage-sensitive potassium currents such as the

M current (Hasselmo et al., 2021). These dendritic membrane poten-

tial dynamics could include oscillatory dynamics such as those

observed in hippocampus and entorhinal cortex with intracellular

recording from cell bodies in slice preparations (Dickson et al., 2000;

Fransen et al., 2004; Haas et al., 2007; Haas & White, 2002; Giocomo

et al., 2007) and in vivo intracellular recordings from behaving animals

(Domnisoru et al., 2013; Harvey et al., 2009; Leung & Yim, 1986;

Schmidt-Hieber & Hausser, 2013). The membrane potential dynamics

of entorhinal stellate cells have been shown to vary systematically

along the dorsal to ventral axis of entorhinal cortex, including differ-

ences in frequency of resonance and subthreshold oscillations

(Giocomo et al., 2007; Giocomo & Hasselmo, 2008, 2009) as well as

the sensitivity to oscillatory input (Shay et al., 2016) and the time con-

stant of rebound spiking (Ferrante et al., 2017). Knockout of the

HCN1 subunit of the h current has been shown to alter the size and

spacing of grid cell firing fields (Giocomo et al., 2011), and knockout

of TRIP8b that blocks h current blocks the change in grid cell spacing

and change in slope of speed cell coding that normally occurs with

movement of barriers (Munn et al., 2020).

The dendritic dynamics mediated by membrane conductances

such as h current could be altered for specific phase sensitivity by

metabotropic glutamate receptors that can alter cAMP levels and

modulate the time constants of the hyperpolarization activated cation

current (h current) (Wainger et al., 2001; Wang et al., 2002) or the

calcium-dependent potassium current (AHP current; Lancaster et al.,

2006) to alter the phase and frequency of dendritic oscillations or

other waveform shapes. In previous work, dendritic dynamics of oscil-

lations or rebound spiking were proposed to underlie grid cell firing

generated by path integration (Hasselmo & Shay, 2014). The frame-

work presented here uses similar membrane potential dynamics but

focuses on the translation of a phase code induced by synaptic input

representing sensory features, rather than updating of current posi-

tion based on path integration. A particular pattern of dendritic

dynamics could potentially be stored in a more stable manner in the

form of the expression or phosphorylation of a particular pattern of

membrane channels in the dendrites of a neuron that gives the neuron

lasting sensitivity to that dynamical pattern. Alternatively, synaptic

input from other neurons could induce dendritic dynamics that acti-

vate mGluR receptors to change membrane potential dynamics via

h current (Wainger et al., 2001; Wang et al., 2002). Or local circuits of

excitatory and inhibitory neurons could induce phase dynamics that

interact via multiplicative interactions of NMDA conductances

(Poirazi et al., 2003).

3.4 | Generation of entorhinal grid cells

As described above, the intrinsic properties of grid cells are proposed

to implement phase shifts that correspond to specific affine transfor-

mation matrices. The example in Figure 4d shows the affine matrix,

which could determine allocentric location and angle. This matrix cor-

responds to a specific set of phase shifts. As noted in the discussion

of Figure 4d, it may be biologically unrealistic to compute this matrix

using a pseudo-inverse. As an alternative, the determination of cur-

rent allocentric location could involve sampling an array of many pos-

sible translations, in which the retrosplenial boundary cell input to the

hippocampus is simultaneously shifted to different amounts across a

range of phase delays by a population of entorhinal grid cells that each

individually represent one of a range of different phase shifts (as well

as rotations). In this framework, a coordinate transformation would be

mediated by a matrix multiplication process (as in Figure 5d) that

involves shifting of phase rather than alteration of firing rate. A phasic

representation of current sensory input in boundary cells could be

matched to a stored memory in place cells by a large network of grid

cells that each represent a matrix representing one of many possible

translations (and rotations) of the egocentric sensory input for com-

parison with the dendritic dynamics representing a previously stored

memory of the phases associated with a specific location.

The role of grid cells in testing translation for different locations

is summarized in Figures 6 and 7. Figure 6c shows how a grid cell

could mediate an interaction of egocentric boundary distances related

to positions stored by the place cell. For example, the place cell phase

code could be sent to entorhinal cortex to set phase sensitivity for all

grid cells (dark green lines in Figure 6c). The simulated rat forages

along the curvy gray trajectory shown in Figure 6d and generates dif-

ferent input phase dynamics at each location. The effect of egocentric

synaptic input on dendritic dynamics are shown for a subset of
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locations as red theta waves (cosine functions) in Figure 6c. The dif-

ference from Figure 6a is that the synaptic input causes dendritic

dynamics that have higher oscillatory frequencies, consistent with

effects of h current that cause membrane potential oscillations of dif-

ferent frequencies (Garden et al., 2008; Giocomo et al., 2007; Haas &

White, 2002). The example also differs from Figure 6a in that Figure

6a shows an array of three place cells each with different stored

phases representing stored input at different locations, whereas

Figure 6c–f show two grid cells with internal phase shifting dynamics

that cause them to fire at different locations relative to the same

stored position (same dark green curve).

Figure 6c shows the synaptic input inducing red cosine functions

causes internal dendritic dynamics shown in light green that have the

same phase as the red cosines. When the phase peaks of light green

dendritic dynamics best match the peaks of the lower frequency den-

dritic dynamics associated with the memorized location (dark green

cosines), then the sum of these waves in the neuron crosses a mem-

brane potential threshold and generates a spike. The location of the

animal for a wide range of locations where the input dynamics match

the memory dynamics are shown as red dots in Figure 6d. This shows

that the simulation can replicate properties of entorhinal grid cells.

Because the input dynamics (red cosines) are higher frequency, their

multiple peaks match the slower memory dynamics at a multiple dif-

ferent locations. The full range of matching points are shown by red

dots in Figure 6d. The red dots have a spread of spatial phases consis-

tent with the spread of temporal phases in Figure 6c.

In Figure 6c, the red cosines induced by synaptic input and light

green curves resulting from intrinsic dendritic dynamics match in

phase. However, the simulation in Figure 6e illustrates the effect of

different intrinsic dendritic dynamics that shift the dendritic response

to input (red cosines) and generate dendritic responses with different

translational phase shifts (light green cosines). This is based on the

fact that experimental data shows that neurons in medial entorhinal

cortex have different membrane potential dynamics mediated by

h current and potassium conductances that can alter the frequency

and phase of neuronal oscillations (Boehlen et al., 2010; Dodson et al.,

2011; Garden et al., 2008; Giocomo et al., 2007; Giocomo &

Hasselmo, 2008, 2009; Heys et al., 2010; Pastoll et al., 2012; Shay

et al., 2012), building on the initial work on these properties in ento-

rhinal cortex (Erchova et al., 2004; Haas & White, 2002).

The effect of the dendritic phase shift proposed to be caused by

intrinsic properties is shown in Figure 6e. In this case, the dynamics

(red cosines) induced by egocentric boundary cell input are shifted by

intrinsic dendritic conductances to cause a phase shift in dendritic

dynamics (light green cosines in Figure 6e). Figure 6e shows that the

dendritic dynamics shown as light green cosines that best match the

dynamics induced by the memory location (dark green cosines) are

similar to the light green cosines in the previous figure Figure 6c.

However, Figure 6e also shows that the phases induced by input

phases (red cosines) that induce these light green cosines are very dif-

ferent (compare red cosines in Figure 6e with those in Figure 6c). This

is proposed to be due to different grid cells having different dendritic

conductances that generate dynamics that cause differences in phase

shift. This will result in a different phase relationship between the

response (red cosines) to boundary cell input and the intrinsic den-

dritic dynamics (light green traces) for a specific location, and there-

fore results in a shift in the firing location of the grid cell (Figure 6f).

As shown in Figure 6f, the locations that best drive the grid cell (red

dots in Figure 6f) correspond to very different locations than the ones

that drive the grid cell in Figure 6d (note difference in spatial phase of

the red firing fields).

Figure 7 illustrates a similar example, but for a larger number of

features on walls in this case four features shown as asterisks on

each wall of the environment. Figure 7a shows the same properties

for a place cell, but in this case instead of three dark green curves

representing the dendritic sensitivity for a location, there are

12 curves corresponding to three phase codes (rows) in four col-

umns that represent four different features (coded as dark green,

olive, brown and red). These four features are shown as asterisks of

different colors on different walls. The inputs are generated for each

point on the gray trajectory in Figure 7b in the form of 12 phases

corresponding to the egocentric boundary coding of the distance to

each of the four wall features. Figure 7c,d show the generation of a

grid cell based on the phase coding of the four walls. In Figure 7c,

the high frequency red theta waves induced by egocentric synaptic

input undergo a systematic phase shift due to dendritic dynamics,

resulting in the high frequency light green theta wave cosines that

are shifted from the red waves. The summation of these light green

cosines with the egocentric cosine functions (dark green, olive,

brown, red) crosses threshold when the cosines are in phase with

each other, corresponding to the red dots in Figure 7d. Figure 7e,f

shows a different grid cell in which the red cosines match the light

green cosines such that the cell fires in a different set of locations

than in Figure 7d, corresponding to the input phases shown as red

cosines in Figure 7e and corresponding to the locations shown as

red dots in Figure 7f. The plots with a larger number of walls gener-

ate more circular grid cell firing fields than the single wall example

shown in Figure 6.

This description provides a preliminary framework for showing

how a temporal phase code rather than a rate code could be used to

transform the egocentric representation of position relative bound-

aries (Alexander et al., 2020) into allocentric representations by grid

cells and place cells. As noted above, the matching of the oscillatory

dendritic dynamics by summation and thresholding is very similar to

the oscillatory interference model of grid cells (Burgess, 2008;

Burgess et al., 2007), but uses a phase code dependent on the ego-

centric distance to environmental barriers (Raudies & Hasselmo,

2015) proposed for egocentric boundary cells. This resembles previ-

ous phase resetting of oscillations by visual input (Bush & Burgess,

2014), but the interaction of oscillations is proposed to be regulated

by intrinsic dendritic dynamics. Thus, rather than correcting a contin-

uous position determined by path integration, the position represen-

tation is generated by a phase code from sensory input that interacts

with stored dendritic sensitivity dynamics with differential phase

shifts mediated by cellular properties within different neurons in the

medial entorhinal cortex.

480 ALEXANDER ET AL.

 10981063, 2023, 5, D
ow

nloaded from
 https://onlinelibrary.w

iley.com
/doi/10.1002/hipo.23513 by M

ichael H
asselm

o - B
oston U

niversity , W
iley O

nline L
ibrary on [27/05/2023]. See the T

erm
s and C

onditions (https://onlinelibrary.w
iley.com

/term
s-and-conditions) on W

iley O
nline L

ibrary for rules of use; O
A

 articles are governed by the applicable C
reative C

om
m

ons L
icense



4 | CONCLUSIONS

This paper reviews data on egocentric boundary cell representations

in rodents and the relationship to allocentric representations of

boundaries by boundary vector cells, and the coding of location by

grid cells and place cells. The review also addresses the physiological

data on coding different coordinate frames in humans and non-human

primates. Existing models have addressed these coordinate transfor-

mations using gain field representations that match sensory

responses. However, these gain field representations would require

extensive learning of numerous distances and directions relative to

arena walls. As an alternative, a phase code model is sketched out that

could allow phase coding of egocentric distance to barriers to gener-

ate allocentric representations by place cells and grid cells. In particu-

lar, the model proposes a mathematical framework in which

egocentric vectors representing distance to features is coded by syn-

aptically induced theta waves. It is proposed that individual dendrites

cause phase shifts of theta waves that correspond to different affine

transformations in different individual neurons. The exact dendritic

mechanism of this model are not clear, but could guide more detailed

biophysical simulations of dendritic dynamics mediated by h current

and potassium currents to understand both the encoding of sensitivity

to specific dynamics and the potential for systematic phase shifts in

entorhinal neurons that code the spatial phase of individual grid cells.
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