Predicting the size of droplets that pinch off from a liquid jet is important to applications ranging from bubble-initiated atmospheric aerosols to inkjet printing. These predictions are complicated by smaller satellite drops that form when a thin liquid thread develops and breaks up faster than its ends fully retract. Typically this process is modeled by perturbing a cylindrical liquid thread with an amplitude that is small relative to the cylinder diameter. Yet early on in the pinch-off process, the ends of the liquid thread are conical and lack a characteristic length scale from which to normalize a finite perturbation. Here we numerically simulate the retraction of nearly inviscid conical filaments and introduce self-similar perturbations to drive the system into a discretely self-similar retraction that can enable breakup without biasing a particular length scale. We find that for most cone angles, the perturbation amplitude must exceed a threshold for satellite drops to form. We show that this critical perturbation amplitude depends on the cone angle and can be accurately predicted by an argument based on the static stability of the initial perturbed cone.
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I. INTRODUCTION

The breakup of fluid filaments into drops occurs in a wide variety of natural and controlled contexts, from inkjet printing [1–3] and fuel injection [4] to irrigation and sea spray aerosol production [5]. For the case of sea spray aerosol production, breaking waves entrain bubbles that burst at the surface to eject droplets; the smaller drops can be carried to the atmosphere as aerosol particles, where they scatter radiation and act as cloud condensation nuclei [5,6]. A significant fraction of these aerosol particles is attributed to jet drops, which are produced by the breakup of a jet that shoots upward from the bursting bubble as the bubble cavity collapses [7,8]. Of particular interest is the production of submicron aerosols from jet drops [9], yet efforts to predict size have been limited to top jet drops [10,11], with the tacit assumption that subsequent drops are of the same order of magnitude. On occasion, droplets smaller than expected have been observed, prompting speculation that these are smaller satellite drops that form between larger primary drops during the pinch-off process [5,12,13]. Indeed, size distributions of jet drops from sub-100-μm bubbles [9] reveal drops up to an order of magnitude smaller than expected from the minimum size for top jet drops [11], which might be explained by the presence of satellite drops. However, despite extensive progress in the understanding of liquid jets and breakup [14,15], the conditions required for low-viscosity filaments to form satellite drops early on in the pinch-off process remain unclear.

Figure 1(a) shows images of drop formation resulting from a bubble bursting at a water surface that we obtain with a high-speed camera. The collapsing bubble cavity inverts to shoot a jet upward,
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FIG. 1. Examples and schematics of satellite and subsatellite droplet formation at various times $t$. (a) Two snapshots of the jet and drops ejected by a bubble bursting at an air-water interface. After the jet pinches off at the base, the remaining filament pinches off into smaller satellite drops, highlighted by asterisks (*). (b) Sequence of images of a stream of water released from a syringe, with a filament breaking up into satellite and subsatellite drops after pinching off from the main drop. (c) Schematic of a cylindrical ligament of liquid, before and after breaking up into droplets. (d) Schematic of pinch-off process of a ligament leading to a sequence of satellite drops. The first pinch-off event (top right) is stable and does not create satellite drops. However, it initiates capillary waves, which perturb the remaining conical filament as it pinches off (top left). For a significant enough perturbation, the remaining filament could break up into satellite and subsatellite drops.

Previous studies have investigated satellite drop formation by examining the dynamics of retracting cylindrical liquid filaments. By varying aspect ratios and fluid properties, the filament will either retract into a single drop or break up into multiple drops as a result of the Plateau-Rayleigh instability [17–20]. This breakup process is illustrated schematically in Fig. 1(c). Yet Fig. 1(b) suggests that in some cases, a conical filament may be a more relevant shape to study for the production of the smallest satellite drops early on in the pinch-off process. As a column of inviscid liquid approaches pinch-off, the local interface for both the thin filament and the drop develop conical shapes, with angles of $18.1^\circ$ and $112.8^\circ$ respectively, measured from the axis of symmetry [21]. After breakup, the conical filament retracts, and both pre- and post-pinch-off solutions are self-similar, with profiles collapsing when lengths are rescaled by $t^{-2/3}$, where $t$ is the time before or after pinch-off [22,23]. This self-similar solution exhibits capillary waves near the tip, but numerical [24] and experimental [25] evidence suggests it to be stable in the conical regime with minimal perturbations. However, if the retracting cone is noticeably perturbed—for example by capillary waves from an earlier pinch-off event converging to a later pinch-off event [25,26]—the cone can break up into subsatellite drops [27] [Figs. 1(b) and 1(d)]. Thus, a natural question is how large a perturbation is necessary for a liquid cone to break up while retracting.

To address this question, this paper aims to incorporate concepts from the self-similar inviscid cone retraction literature with the cylindrical filament breakup literature. A nonzero initial perturbation amplitude is required (and unavoidable, practically speaking) for a cylindrical filament to break up via the Plateau-Rayleigh instability. An initial perturbation amplitude of 1% of the cylinder radius worked well [19] in making both linear theory and numerical simulations (using the slender jet approximation [28,29]) match corresponding experimental results [18]. A challenge with extending
this framework to conical filaments is the lack of a characteristic length scale to peg the initial perturbation amplitude. We therefore construct a self-similar perturbation to numerically investigate the perturbation amplitude required for the retracting cone to break up into multiple droplets. Because the cone angle at pinch-off can vary [30] (Fig. 1), we compute the critical amplitude as a function of the cone angle. Finally, we relate the threshold for breakup with a predictive model based on the static stability of the initial perturbation geometry.

II. NUMERICAL SETUP

By working with a cone rather than a cylinder, there is no single radius and hence no characteristic length scale. Thus, adding a perturbation to a cone requires some finesse to avoid privileging a particular length scale. We therefore seek to define a perturbation independent of length scale as well. Starting with an unperturbed cone defined in cylindrical coordinates as 
\[ r(z) = z \tan \theta, \]
we add a sinusoidal perturbation with phase \( \phi(z) \) and amplitude proportional to the local radius to obtain
\[ r(z) = z \tan \theta [1 + \epsilon \sin \phi(z)]. \] (1)
The local wavelength of the perturbation can be obtained from the phase \( \phi(z) \) as \( \lambda(z) = 2\pi/(d\phi/dz) \). To make the perturbation self-similar, we require that the wavelength is also proportional to the (unperturbed) local radius by setting \( \lambda(z) = \lambda^* z \tan \theta \). This choice leads to the phase function taking the form
\[ \phi(z) = \frac{2\pi}{\lambda^* \tan \theta} \log z + \phi_0, \] (2)
where \( \phi_0 \) is an arbitrary phase offset.

The initial geometry of the perturbed cone is then prescribed by Eqs. (1) and (2) with independent parameters \( \theta, \epsilon, \) and \( \lambda^* \) setting the cone angle, relative perturbation amplitude, and dimensionless wavelength respectively. For simulation purposes, we cut off the cone at some largest (unperturbed) radius \( R \) and truncate it below some minimum radius \( R_n \) set by the grid resolution. Figure 2 shows a schematic of the initial geometry. As desired, the perturbation appears self-similar over multiple iterations of magnification. Specifically, the profile remains the same when lengths are rescaled by the ratio \( r_l \) raised to some integer power, where \( r_l = \exp(-\lambda^* \tan \theta) \). This ratio is effectively the log-space version of the perturbation wavelength, which is constant. Figures 2(b) and 2(c) illustrate the fractal structure that this initial perturbation exhibits. We note that we use symmetry about \( z = Z \equiv R / \tan \theta \), which means we are simulating the retraction of a double cone. While this geometry differs from the experiment and schematic in Figs. 1(b) and 1(d), it is similar to the symmetry of cylindrical filament studies. Furthermore, the evolution at smaller scales occurs much faster than at the largest scale, so the effects of replacing this symmetry condition with a spherical cap are expected to be small. Finally, the cone is initialized at rest for simplicity. We note that the self-similar solution for an unperturbed retracting cone does change when the far-field velocity from the prepinching solution is included [22], but using the prepinching solution also restricts us to a single cone angle; starting from rest allows for greater generality with arbitrary angles.

To probe the stability of the perturbed cone, we simulate its evolution with the open-source fluid solver Gerris [31–33]. Gerris solves the incompressible Navier-Stokes equations with a fractional-step projection method, using an adaptive quad/octree spatial discretization and a multilevel Poisson solver. The interface between liquid and gas is captured by a volume of fluid (VOF) scheme, and its accurate surface tension model makes Gerris well suited for capillary breakup problems [20,33]. Additional details on the setup and validation of numerical simulations are provided in the Supplemental Material.

We focus on the effects of varying \( \theta \) and \( \epsilon \), taking \( \lambda^* = 2\pi \) as a representative relative wavelength because \( 2\pi R \) is the minimum wavelength required for a perturbation to a cylinder of radius \( R \) to be unstable. The density ratio \( \rho_r \) and viscosity ratio \( \mu_r \) of the outer fluid to the liquid cone...
FIG. 2. Schematic of the initial geometry for cone angle \( \theta = 0.15 \text{ rad (8.59°)} \), perturbation amplitude \( \epsilon = 0.5 \), and relative wavelength \( \lambda^* = 2\pi \). (a) To numerically simulate the cone evolution, a maximum radius \( R \) and half-length \( Z \) are defined. Zooming in along successively smaller regions [(b)–(d)] demonstrates the cyclic self-similarity of the profile. The self-similarity is truncated after the seventh wave by a spherical cap.

are taken as the values for water in air, \( \rho_r = 0.0012 \) and \( \mu_r = 0.018 \). The Ohnesorge number
\[ \text{Oh} \equiv \frac{\mu}{\sqrt{\rho \gamma R}}, \]
where \( \mu \), \( \rho \), and \( \gamma \) are respectively the liquid viscosity, density, and surface tension, is set at 0.001, corresponding to maximum radius of \( R = 1.4 \text{ cm} \) for water. For the case of Fig. 2, \( r_1 = 0.387 \) and \( R_7 = 22 \mu \text{m} \). These length scales are somewhat large relative to typical liquid filaments, but we emphasize that the aim of the paper is to investigate the fundamental dynamics of perturbed retracting cones, and smaller Ohnesorge numbers allow for improved clarity of the observed dynamics.

III. DISCRETE SELF-SIMILARITY

With a cone angle of \( \theta = 0.15 \) and no perturbation (\( \epsilon = 0 \)), the retraction is depicted in unscaled form in Fig. 3(a). Scaling the profiles with similarity variables
\[ \bar{r} \equiv \frac{r}{(t^2 \gamma / \rho)^{1/3}} \text{ and } \bar{z} \equiv \frac{z}{(t^2 \gamma / \rho)^{1/3}}, \]
we recover the inviscid self-similarity [22] in Fig. 3(b) as an intermediate asymptotic behavior between the limiting scales \( R_n \) and \( R \) [24,34]. The small deviation from the inviscid self-similar solution [22] is due to the nonzero value of \( \text{Oh} = 10^{-3} \) used; Figure 6 in Appendix B shows that the agreement improves with smaller values of \( \text{Oh} \).

Adding a perturbation of amplitude \( \epsilon = 0.5 \), Fig. 3(c) depicts the time evolution of the retracting cone, with time increasing from top to bottom (see also movie 2 in the Supplemental Material [16]). We immediately see that for this angle, the perturbation amplitude \( \epsilon = 0.5 \) is indeed sufficient to cause the cone to break up into drops, starting with small drops at early times and larger drops at later times. The filament appears to cycle between two and three drops, as the smallest drop coalesces with the next smallest drop just prior to a new drop pinching off.

The cyclical nature of these profiles is emphasized by the choice of geometrically scaled times plotted. If viscosity can be neglected, the characteristic time associated with a length scale \( R_n \) is given by the capillary time
\[ \tau_n = \sqrt{\rho R_n^3 / \gamma}. \]
One can therefore define a temporal scaling ratio for
successive waves of the perturbation by \( r_i = \tau_{n+1}/\tau_n = r_i^{3/2} \). This ratio is used to pick the times plotted in Fig. 3(c). The earliest time (lightest blue curve) corresponds to \( t_0 = 0.00148\tau \), where \( \tau = \sqrt{\rho R^3/\gamma} \), and the times of subsequent blue curves are \( t_0/r_i^i \) for \( i = 1–4 \). The times of the red and green curves are respectively \( t_0/r_i^{i+1/3} \) and \( t_0/r_i^{i+2/3} \), showing different phases within the cycle. The dashed box around the largest detached drop in the last three green profiles highlights the similarity of the drop shape.

Collecting all of the blue, red, and green profiles together and applying the same self-similar scaling used for the unperturbed cone, we see in Fig. 3(d) that the profiles collapse well over these five cycles (see also movie 3 in the Supplemental Material [16]). Importantly, the profiles are only self-similar when the ratio of their times is an integer power of the temporal scaling ratio \( r_i \). This cyclical self-similar scaling has been called a discrete self-similarity or discrete scale invariance [35] and observed in gravitational collapse [36], satellite drop [37], and neck formation in the breakup of viscous jets [38,39], coalescence of metal spheres [40], beads-on-a-string formation in viscoelastic jets [41], and rupturing thin films [42]. For the case of rupturing thin films, the discrete self-similarity was shown to appear via a Hopf bifurcation from continuously self-similar solutions [42].

An important distinction to make between our discrete self-similarity and others reported in the literature is that the discrete self-similarity develops spontaneously in other cases, while we explicitly introduce an initial self-similar perturbation that drives the discrete self-similarity. It is thus not too surprising that we observe a discrete self-similarity, although we show below that for a small enough angle, the retracting cone does not enter a self-similar state at all. Note also
that numerical simulations of viscous jet breakup required an external noise source to induce repeated neck formation [38]; the amplitude of the noise was only around $10^{-4}$ times the minimum neck thickness, however. In our case, we are particularly interested in the amplitude of the initial perturbation required for discretely self-similar breakup of the cone.

A convenient way to describe the discrete self-similarity of the profiles is by defining a logarithmic time $\tilde{t} \equiv \log(t/t_0)$. In this logarithmic time, the scaled profiles display periodicity with period $T \equiv \log(1/r_0) = (3/2)\lambda^* \tan \theta$. The blue profiles in Figs. 3(c) and 3(d) all occur at $\tilde{t} = 0 \pmod{T}$, while the red and green profiles respectively correspond to $\tilde{t} = (1/3)T \pmod{T}$ and $\tilde{t} = (2/3)T \pmod{T}$. The collapse of profiles suggests that our initial perturbation evolves into a discretely self-similar profile that can be described in parametric form with parameter $s$ as $\bar{x}(s, \tilde{t})$ and $\bar{z}(s, \tilde{t})$, which are both periodic in $\tilde{t}$ with period $T$. We see that the initial perturbation effectively imposes an oscillating far-field boundary condition on the scaled problem, forcing the solution to oscillate at the same frequency in logarithmic time. Note that the number of periods over which the interface exhibits this discrete self-similarity is constrained by the number of waves defined by the initial perturbation.

Simulations with larger (smaller) Oh result in somewhat worse (better) collapse between profiles, and the variation in the local Ohnesorge number $Oh_n \equiv \mu/\sqrt{\rho \gamma R_n}$ with radius $R_n$ also leads to differences between early and late cycles of a single simulation. As $Oh_n$ increases, either by choosing a larger Oh or by focusing on an earlier cycle of the perturbation (with smaller length scale $R_n$), the pinch-off process is delayed and eventually suppressed, and capillary waves are dampened more. The delayed pinch-off in earlier cycles relative to later cycles is illustrated by the profiles in Fig. 7 in Appendix B. The rather small value of $Oh = 0.001$ was chosen to highlight the discrete self-similarity over many cycles while still preventing $R$ from being unreasonably large for typical liquid properties.

IV. THRESHOLD FOR BREAKUP

Having established in Fig. 3 that a sufficiently large self-similar perturbation causes a retracting cone to break up into drops, we now seek the critical perturbation amplitude for breakup as a function of cone angle. Simulations are run for angles $\theta$ ranging from 1$^\circ$ to 20$^\circ$, with four perturbation amplitudes $\epsilon$ for each angle. The results are summarized in Fig. 4(a); each red “x” denotes a simulation in which the cone retracts without any drops pinching off, while cyan circles denote simulations in which pinch-off occurs. The radius of the circle corresponds to the volume-equivalent radius of the largest drop from the simulation in scaled coordinates $\bar{r}$ and $\bar{z}$. For example, the scaled radius of the larger drop in the bottom frame of Fig. 3(d) appears a bit smaller than 1, and the maximum for that simulation is indeed 0.84. As the scaled coordinates depend on time, drops do not conserve volume in the scaled coordinates, instead starting at a maximum value at pinch-off and decreasing with time. However, a perfect discrete self-similarity would result in the same scaled drop volume (or radius) for each iteration of breakup, motivating our usage of scaled radius. The very small circles in the phase diagram for $\theta \geq 6^\circ$ are tiny drops that rapidly coalesce back into the filament.

One striking result to notice from Fig. 4(a) is that relatively large perturbations are needed for a retracting cone to break up into drops. For $\theta = 2^\circ$, $\epsilon \geq 0.2$ is required to break up the cone, and the critical perturbation amplitude increases to 0.55 for $\theta = 20^\circ$. That is, perturbations that are 20% of the local cone radius are needed for a retracting cone with a cone angle of just $2^\circ$ to break up into multiple drops. The one exception is for the smallest cone angle tested, $\theta = 1^\circ$. Here, all perturbation amplitudes tested, including a case with no perturbation added, led to breakup. Evidently, for small enough angles, it is possible for a retracting liquid cone to never enter the self-similar profile associated with its angle [22,23], suggesting that the self-similar solution is unstable here. We also remark that profiles from the simulations with $\theta = 1^\circ$ and $2^\circ$ do not appear discretely self-similar; only for $\theta \geq 4^\circ$ do the profiles collapse as in Fig. 3.
To determine whether aspects of the perturbation amplitude threshold for breakup can be understood more fundamentally, we examine the static stability of the initial geometry. One way to understand the Plateau-Rayleigh instability is to observe that a perturbed cylinder of liquid will be unstable when the Laplace pressure at the thinner sections is higher than the pressure at the thicker sections, since fluid will flow out of the thinner regions and amplify the initial perturbation. We adapt this argument to the perturbation on the cone and find the smallest $\epsilon$ for which the pressure profile obtains a local maximum corresponding to a local minimum in interface radius. The unperturbed cone has a pressure profile of $p(z) = (\gamma \cos \theta)/(z \tan \theta)$, so the perturbation will have to overcome the $1/z$ dependence to form a local maximum. This constraint can be contrasted with a cylinder, which is linearly unstable for $\lambda \geq 2\pi R$. The schematics in Fig. 4(a) illustrate examples of pressure profiles for large and small perturbations to a cone with $\theta = 10^\circ$. For $\epsilon = 0.15$, the perturbation is not large enough to make a local maximum in the pressure distribution, whereas for $\epsilon = 0.7$, the high curvature from the narrow minimum in $r(z)$ leads to an unstable pressure maximum.

To make this argument quantitative, we can write the mean curvature of an axisymmetric function $r = f(z)$ as $2\kappa = 1/(f\sqrt{1+f'2}) - f''/(1+f'2)^{3/2}$, where $f'(z) = df/dz$ and $f''(z) = d^2f/dz^2$, and the Laplace pressure is given by $p = 2\kappa \gamma$. Therefore, we can solve for the critical amplitude $\epsilon_g$ as a function of $\theta$ by finding the $\epsilon$ at which $p(z)$ first exhibits a local maximum corresponding to a minimum in $r(z)$, given again by Eqs. (1) and (2). Figure 4(b) shows one cycle of the initial radius $r(z)$ and the corresponding pressure profiles $p(z)$ for varying perturbation amplitudes $\epsilon$ at an angle of $\theta = 10^\circ$. Each “x” marks a local maximum in pressure or minimum in radius, and dotted lines connect them when both are present; the geometric threshold for stability then lies just below the smallest $\epsilon$ with both a local maximum in pressure and a local minimum in radius, or between $\epsilon = 0.35$ and 0.4 for $\theta = 10^\circ$. Note that the presence of a local minimum in $r(z)$ does not imply that $p(z)$ has a local maximum. Repeating this process for other cone angles and a finer spacing in $\epsilon$, we obtain the solid black curve in Fig. 4(a). The critical perturbation amplitude
FIG. 5. Scaled profiles of unperturbed cones (ε = 0) with angles (a) θ = 0° and (b) 1°. (a) Ten profiles are plotted, corresponding to times logarithmically spaced between 0.195τ and 0.962τ, with earlier times corresponding to lighter colors. The self-similar solution for an inviscid cone, calculated using the one-dimensional model from Ref. [23], is shown for comparison. Our simulation is clearly not self-similar for θ = 1°, instead breaking up into drops. (b) For θ = 2°, the ten plotted times are log-spaced between 0.0498τ and 0.962τ. The simulation appears to be converging to a self-similar solution, though it differs notably from the solution from Ref. [23], with a stretched first lobe at the tip.

ε_g for breakup predicted by this geometric argument increases monotonically with θ and provides a good approximation for the threshold found from numerical simulations. Only for cone angles of 1° do we see a significant difference between the two thresholds, where the full simulations were unstable for all perturbation amplitudes tested.

An important observation to make is that even in the simulations leading to breakup, drops that pinch off early typically coalesce with larger drops later, preventing a true cascade of drops from forming (see Fig. 3, for example). This coalescence is also observed experimentally, although the smaller drop can also bounce off the larger drop (see movie 1 in the Supplemental Material [16]), in which case asymmetries can launch the small drop out of the path of the rest of the jet.

It is also interesting to note that in studies of retracting cylindrical filaments, for the low-Ohnesorge number regime, the threshold filament aspect ratio appears to be set not by the Plateau-Rayleigh instability, but rather by end pinching [43,44], which does not depend on any initial perturbation [17,18,20]. Only for more viscous filaments is the Plateau-Rayleigh instability the dominant mechanism, with linear theory offering a good approximation for the time required for breakup [19]. For the perturbed cones considered here, the dependence of the capillary time τ on radius implies that the next pinch-off will always occur at the outermost connected neck. The nature of the breakup in many cases still appears qualitatively similar to that in the Plateau-Rayleigh instability, however. End pinching does occur in the θ = 1° cases, preventing the profiles from entering a discretely self-similar form and leading to breakup for all ε.

Figure 5 compares scaled profiles for cone angles of 1° and 2° with ε = 0. Reference [23] presented an asymptotic solution for the self-similar retraction of a cone at small angles, and we compute solutions to their one-dimensional model of that asymptotic solution by numerically integrating Eqs. (7.1) and (7.2) from their paper. These solutions are included in Fig. 5, indicating that the θ = 1° simulation is not self-similar, whereas the θ = 2° simulation approaches a self-similar profile that differs significantly from the asymptotic solution. Interestingly, the agreement for θ = 2° does not improve by reducing the Ohnesorge number to Oh = 10^{-5}; this can be contrasted with the θ = 0.15 (≈8.59°) case, which is shown to agree more closely with Ref. [22] for Oh = 10^{-5} in Fig. 6 in Appendix B.

Our framework can be extended to consider the effects of varying the dimensionless wavelength λ*. Based on the linear stability of a cylinder, one might expect that choosing a λ* closer to the fastest growing wavelength of 9.01 would reduce the threshold for breakup. Modifying the
wavelength in the geometric stability calculation accordingly predicts a lower threshold for cone angles $\theta \lesssim 12^\circ$, but a greater threshold for larger angles. Working with dimensionless wavelengths appreciably shorter than $2\pi$ should lead to quite different threshold curves, as the $\theta = 0$ limit is no longer linearly unstable. For $\lambda^* = 3\pi/2$ and $\pi$, the geometric stability calculation suggests the threshold perturbation amplitude to be $0.4 \lesssim \epsilon \lesssim 0.6$ for angles $0^\circ \leq \theta \leq 20^\circ$. Simulations with dimensionless wavelengths ranging from $\pi/2$ to $4\pi$ and $\epsilon = 0.5$ all still exhibited a discrete self-similarity and led to breakup, though the simulations with $\lambda^* \leq \pi$ appeared closer to the threshold, as expected.

V. CONCLUSIONS

To gain insight into satellite and subsatellite drop formation following pinch-off of a primary drop from a liquid thread, we have numerically investigated the dynamics and breakup of retracting conical filaments with self-similar perturbations. For all but the smallest angles, the self-similar nature of the initial perturbation drives a retraction that is discretely self-similar; specifically, the scaled profiles are only self-similar with profiles at integer powers of the temporal scaling ratio $r_t$. Cones with angles $\theta \gtrsim 2^\circ$ only pinch off for relatively large perturbation amplitudes of $\epsilon \gtrsim 0.2$, and an argument based on static stability of the initial shape predicts the threshold perturbation amplitudes well. To be clear, we are not suggesting that the precise self-similar perturbations used in this paper would be expected to occur in nature, especially at these amplitudes. Rather, we suggest that these perturbations provide an instructive way to probe the stability of a self-similar profile to finite-amplitude perturbations at all scales. The solution of these perturbed cones can also serve as a model for images like those of Fig. 1(b), in which a filament that pinches off at one end before the other can result in subsatellite drops on the side of the second pinch-off due to capillary waves from the first pinch-off that significantly perturb the interface. We can be confident that small subsatellite drops will not be produced by retracting liquid cones following pinch-off unless a strong external perturbation is present, a result that could help illuminate the mechanisms responsible for the formation of the smallest sea spray aerosols.
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APPENDIX A: NUMERICAL SIMULATION DETAILS

The phase offset $\phi_0$ is chosen to make the interface slope $dr/dz = 0$ at $z = Z$ for smoothness, as symmetry is used about that plane. For sufficiently small $\epsilon$, $r(z)$ monotonically increases and this condition cannot be satisfied, in which case $\phi_0$ is chosen to minimize the slope $dr/dz$ at $z = Z$. Of the simulations run to construct the phase diagram in Fig. 4(a), only $\epsilon = 0$ for $\theta = 1^\circ$ and $\epsilon = 0.02$ for $\theta = 2^\circ$ are too small to find a $\phi_0$ satisfying $dr/dz = 0$ at $z = Z$.

The computational domain is a cylinder of radius 3 and height 9, discretized as a two-dimensional (2D) rectangle (three square “boxes” of side length 3) by using axisymmetry. Free-slip, impermeable (symmetry) boundary conditions are used on all boundaries. For $\theta \gtrsim 0.15 \approx 8.59^\circ$, the initial cone is constrained radially such that $R = 1$. This choice leads to cone lengths $Z = 1/\tan \theta \lesssim 6.617$. For $\theta < 0.15$, the domain is constrained in the axial direction, with $Z = 7$ enforced, resulting in $R = 7\tan \theta < 1.058$.

The grid employs an adaptive quadtree mesh, where each box of length 3 can be subdivided up to $r_{\text{max}} = 14$ times, resulting in a cell size $\Delta = 3/2^{14} = 1.83 \times 10^{-4}$. During the simulation, the
interface is resolved to a refinement level of \( r_{\text{max}} \) for \( z \leq 0.02Z_0 \), \( r_{\text{max}} - 1 \) for \( z \leq 0.04Z_0 \), and \( r_{\text{max}} - 2 \) for the rest of the domain.

The number of waves \( n_w \) of the perturbation to include in the initial geometry is set such that the spherical cap at the end of the last wave has a radius around \( n_c/\Delta_1 \) with \( n_c = 8 \) cells. Defining \( R_c = R[1 + \epsilon \sin(\phi_0 + \log(Z)/\tan(\theta))] \) as the perturbed radius at \( z = Z \), the spherical cap is added at \( z = Zr_i^{n_w} \) with radius \( R_c r_i^{n_w} \). The number of waves can therefore be calculated as

\[
   n_w = \text{round}\left[\frac{\log(n_c/\Delta_1/R_c)}{\log r_i}\right],
\]

as this results in \( R_c r_i^{n_w} \approx n_c/\Delta_1 \). For simulations with \((\theta, \epsilon) = (1^\circ, 0.1), (8^\circ, 0.4), \) and \((20^\circ, 0.6)\), we obtain \( n_w = 41, 8, \) and \( 3 \), respectively. Large cone angles lead to small numbers of waves \( n_w \) due to the spatial rescaling ratio \( r_i \equiv \exp(-\lambda^* \tan \theta) \) approaching small values.

Simulations are run out to \( t/\tau = 1 \) (or \( 1.15 \) for \( \theta = 0.15 \) to include the last green profile), which allows for \( n_i \equiv \bar{t}/T = \log(\tau/t_0)/\log(1/r_i) \) cycles between time \( t_0 \) and time \( \tau \). Empirically, we observe that profiles typically fall into their self-similar form within \( t/\tau \approx 0.001 \) for \( \theta > 2^\circ \), and for \( t_0/\tau = 0.001 \), we get \( n_i = 6 \) and \( 3 \) for \( \theta = 8^\circ \) and \( 20^\circ \), respectively. Cones with smaller angles take longer to approach their self-similar form (or roughly steady-state shape in scaled coordinates, even if not self-similar): \( t/\tau \approx 0.02 \) and \( 0.05 \) for \( \theta = 2^\circ \) and \( 1^\circ \), respectively.

**APPENDIX B: VALIDATION AND GRID INDEPENDENCE**

Scaled profiles for \( \theta = 0.15 \) and \( \epsilon = 0 \) are compared with the inviscid self-similar solution from Ref. [22] in Fig. 6. Excellent agreement is shown for \( \text{Oh} = 10^{-5} \), while the profiles deviate more as \( \text{Oh} \) increases, as expected.

Grid independence of the evolution for \( \theta = 0.15 \) and \( \epsilon = 0.5 \) is checked by comparing to a simulation with one level finer refinement everywhere. Profiles for selected times are shown in Fig. 7, demonstrating close agreement between simulations after the first wave. The offset between profiles reveals that earlier iterations of the breakup around \( \bar{t} = 5 \) are slightly delayed relative to their expected discrete self-similarity timing \([\bar{t} = T/3(\text{mod } T)]\), as the earlier red curves in the middle frame are further from pinching off than the later curves. This observation is consistent with the larger role that viscosity plays at smaller length scales delaying pinch-off. These pinch times vary from \( \bar{t} = T/3 \) to \( \bar{t} = T(1/3 + 0.12) \) (mod \( T \)) depending on iteration, but between standard and fine simulations, they never vary by more than 0.01\( T \).
FIG. 7. Comparison of profile snapshots for $\theta = 0.15, \epsilon = 0.5$ between simulations with the standard mesh refinement and with a finer mesh refinement, plotted with the self-similar scaling. The times plotted correspond to those from Fig. 3(d) along with two earlier times for each frame, making the earliest time in the top frame $t_0 \tau_2^2 = 8.57 \times 10^{-5}$ or $\tau \equiv \log t/t_0 = -2T$ (note that $r_t = 0.241$ for $\theta = 0.15$). A vertical offset proportional to the logarithmic time $\bar{\tau}$ has been applied such that the earliest times are highest in order to allow direct comparison between refinement levels. The constants used to specify the offsets are $\alpha = 0.3/T$, $\bar{\tau}_a = 4T$, $\bar{\tau}_b = \bar{\tau}_a + T/3$, and $\bar{\tau}_c = \bar{\tau}_a + 2T/3$.

