Abstract

Molecular Dynamics (MD) is of central importance in computational chemistry and its myriad applications. Here we show that MD can be implemented efficiently on a COTS FPGA, and that speed-ups from 31 to 88x over a PC implementation can be obtained. The amount of speed-up depends on the stability required, with the upper end of that range being viable in many cases.

Introduction

MD is an iterative technique that runs in parallel: the forces on each atom/molecule are computed, then applied using equations of motion, for example, Verlet.

Although modern force computations have become highly sophisticated (with 10 or more terms in some cases), the complexity generally resides in computing the Van der Waals (Lennard-Jones or LJ) and Coulombic terms. These are O(N^2) in the number of particles N, while the motion updates are O(N), and the other forces - only which look at bonds - are O(N).

Our work differs from previous approaches in that we combine the following: on the hardware side, that we use a COTS board; on the implementation side, that we model the Coulombic as well as the LJ term, and that we support the simultaneous modeling of multiple types of molecules. We have also investigated precision/accuracy tradeoffs.

Methods

Forces: A typical force model has several components:

\[ F_{\text{total}} = F_{\text{bond}} + F_{\text{angle}} + F_{\text{coulomb}} + F_{\text{non-bonded}} \]

We implement the non-bonded forces, Lennard-Jones and Coulombic, with cut-off in a periodic model.

Reference Code: For serial reference code (as in [2]) we began with that described in [3]. We also created our own serial reference code that tracks the hardware implementation, e.g., in varying precision. The double precision code ran at about 9.5s per MD time-step on a PC with a 2.4GHz Xeon CPU. This is similar to the 10.8s for a 2.4GHz P4 described in [2].

Precision, Resources, Accuracy: MD applications are usually run with double precision floating point. One advantage of implementing MD on FPGAs is that we can trade off hardware resources for simulation accuracy by varying the precision. By measuring the relationship among precision, time-step resolution, and simulation accuracy, we find that for precision beyond 40 bits, accuracy improves only very slowly. (See also [1].) Another measure of that the simulation accuracy is acceptable is that \( \Delta E_{\text{actual}} / \Delta E_{\text{expected}} < .05 \). For this, 30 bits are sufficient.

Presentation “sweet spots” for current FPGA technology: Another factor in choosing precision is its effect on the number of computation units. The most efficient designs using current technology have either 4 or 8 pipelines. 51 bits: precision similar to double precision FP; 4 pipelines on VP100: 40 bits: beginning of high stable region, 4 pipelines on VP70. 35 bits: More than the 30 bit minimum, 8 pipelines on the VP100.

Results

We implemented the configurations and validated them with the two serial reference codes. Timings are for a single VP70 on the Wildstar-Pro board, while timings for the VP100 are from simulation.

The configurations here are able to contain up to 8k particles and easy to expand.

The delay of most configurations is limited by adders. But the 35 bit precision configurations on VP70 has a long mode delay, because it almost uses up slices.

<table>
<thead>
<tr>
<th>Precision</th>
<th>Pipelines</th>
<th>HW Multipliers</th>
<th>Block Ram</th>
<th>Delay</th>
<th>Speedup</th>
</tr>
</thead>
<tbody>
<tr>
<td>35</td>
<td>4</td>
<td>176/173</td>
<td>214/211</td>
<td>11.1</td>
<td>50.8x</td>
</tr>
<tr>
<td>40</td>
<td>4</td>
<td>248/243</td>
<td>251/248</td>
<td>12.2</td>
<td>46.6x</td>
</tr>
<tr>
<td>45</td>
<td>4</td>
<td>288/283</td>
<td>285/282</td>
<td>13.2</td>
<td>42.7x</td>
</tr>
<tr>
<td>51</td>
<td>4</td>
<td>288/283</td>
<td>317/313</td>
<td>18.0</td>
<td>31.3x</td>
</tr>
<tr>
<td>51*</td>
<td>4</td>
<td>288/283</td>
<td>317/313</td>
<td>13.6</td>
<td>41.2x</td>
</tr>
<tr>
<td>51**</td>
<td>4</td>
<td>288/283</td>
<td>334/330</td>
<td>12.8</td>
<td>38.5x</td>
</tr>
</tbody>
</table>

Extensions

An interesting aspect of FPGA research is that relative computational complexity of methods often differs when implemented on an FPGA from when implemented on a PC or Supercomputer. With MD, this is critical in the choice of boundary conditions. The implementation shown here works well with fixed and stochastic cut-offs. However, many implementations use periodic boundary conditions. These are susceptible to different kinds of error than the cut-offs, but perhaps more significantly, allow solutions based on Ewald sums or other O(N logN) methods. Investigating the relative trade-offs of precision, algorithm, and accuracy along this axis should be fruitful. Also, this work is part of a larger project involving the acceleration of applications in computational biochemistry (e.g. [4]) and will be integrated into that.
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