Resource Management Design in 3D-Stacked Multicore Systems for Improving Energy Efficiency
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Technology scaling and increasing power densities have led to a transition from single-core to multi-core processors, and the trend is now moving towards many-core architectures. Hundreds of millions of transistors can now be integrated on a single chip, however, they cannot be fully exploited due to interconnect/memory latency, power consumption, and yield related challenges. 3D integration is an emerging technology aiming to overcome the limitations faced by traditional (2D) design. 3D stacking enables heterogeneous integration of different technologies, increases transistor density per chip footprint, and improves system performance. In 3D systems, multiple layers are stacked on top of each other and interconnected by through-silicon-vias (TSVs). In this way, it is possible to improve yield (owing to the smaller chip area) and also tackle the latency, bandwidth, and power challenges of interconnects. In chip multiprocessors (CMPs), whose performance is typically limited by the memory access bottleneck, increased communication and memory access bandwidths are distinguishing advantages of 3D stacking. Nevertheless, the benefits offered by 3D integration may be strongly limited without an efficient management of the available resources.

Previous architecture research on 3D stacked systems focuses either on stacking memory layers on top of core logic to boost memory bandwidth or on augmenting the capabilities of planar CMPs including additional logic layers [1], [2]. In both cases, each layer has a different layout, which induces high design cost. A modular design approach on the other hand, dramatically simplifies the chip design process and reduces non recurring engineering (NRE) costs by creating a portfolio of architectures using the same mask set for manufacturing each layer. In addition, homogeneity of the system allows using the same testing protocol for each die within the stack, leading to pre-bond testability without any additional effort for test engineers. Most of the prior work on 3D stacked systems with homogeneous layers exploits the performance or energy efficiency benefits of 3D systems by considering fixed, homogeneous computational and memory resources for cores [3]. Heterogeneous multicore design, however, can bring substantial benefits in reducing energy consumption and cost. This is because applications have varying resource requirements (e.g., in terms of their cache use), which can be addressed by combining cores with different architectural resources in a single chip.

Resource pooling, which enables sharing architectural components of a core with other cores, allows implementing flexible heterogeneity in a homogeneous multicore system. In 2D multicore systems, resource pooling among the cores and assisting scheduling techniques have been proposed in prior work [4], [5]. However, the efficiency of resource pooling in 2D systems is limited by the large latency of accessing remote shared resources in the horizontal direction; thus, resource pooling in 2D is not scalable to a large number of cores. 3D stacked systems enable efficient resource pooling among different layers, owing to the short communication latency achieved by vertically stacking and connecting poolable resources using TSVs. A recent technique proposes pooling performance-critical microarchitectural resources such as register files in a 3D system [6]. Their work, however, does not address the cache requirements of applications. The significance of memory latency in determining application performance motivates investigating resource pooling of the caches, which can provide additional low-cost heterogeneity of resources among the cores and bring substantial energy efficiency improvements.

Our research targets improving the performance and energy efficiency of 3D stacked systems by pooling on-chip memory resources among homogeneous logic layers. We investigate on memory resource pooling in 3D stacked systems and the development of resource management policies. Our experiments focus on both embedded system design and high performance system design.

We introduce a novel 3D-CMP architecture based on the integration of homogeneous layers to augment the system performance with minimal design cost compared to conventional planar IC design [7]. The proposed system uses shared memory communication and TSVs to transfer data among the layers. We study performance, power, and thermal characteristics of the proposed architecture. On the 3D-CMP system, we propose a resource pooling technique to optimize memory access latency, allowing cores to leverage the available memory resources on remote layers for minimizing memory contention. The results demonstrate that through utilizing memory resource pooling we can achieve as much as 48.9% performance improvement when the memory on local layer is fully stressed, as shown in Figure 1. We also develop 4 applications to show the potential speedup of 3D CMP and memory resource pooling in 3D systems. To the best of our knowledge our system is the first fabricated CMP that combines multiple homogeneous layers in a modular fashion to increase system performance and apply memory resource pooling. Our results also demonstrate the low power consumption and reliable thermal profiles of the proposed 3D-CMP.

For a broader class of 3D multicore systems, we propose a novel 3D cache resource pooling (3D-CRP) architecture and a runtime management policy [8]. Our cache pooling architecture requires minimal additional circuitry and architectural modifications in comparison to static cache resources. Leverag-
In 3D systems with resource pooling, it is necessary to design policies that are aware of the application cache requirements as well as the memory access rate. In other words, the runtime management policy should manage the utilization of the 3D poolable resources according to the characteristics of workloads that are running on the system, while considering the interplay between performance and energy. To address this need, we design an integrated cache management and job allocation policy that maximizes the energy efficiency of 3D systems for dynamically changing workloads [8], [9]. Our policy predicts the resource requirements by collecting the performance characteristics of each workload at runtime. We then allocate jobs with contrasting cache usage in adjacent layers and determine the most energy-efficient cache size for each application. Our experimental results demonstrate that, using minimal architectural modifications complemented with an intelligent management policy, 3D stacked systems achieve higher energy efficiency through cache resource pooling. For a 4-core low-power system, 3D cache resource pooling reduces system energy-delay-product (EDP) by up to 38.9% and system energy-delay-area-product (EDAP) by 36.1% on average compared to using fixed cache sizes, as shown in Figure 2 (a) and (b) respectively.

Job allocation plays a more significant role as the number of per-layer cores and the number of layers increase. When there are multiple cores on one layer in the 3D system, we call all the cores vertically stacked as a column. And we propose an inter-column job reallocation to balance the cache usage and memory access rate among columns. In order to investigate the scalability of our policy, we evaluate our runtime policy on a larger 3D system with 3D stacked DRAM. Figure 3 shows an example of our job allocation policy in a 16-core 3D system with DRAM stacking. This system has 1 DRAM layer at the bottom and 4 logic layers with 4 cores on each layer, where each core has 1MB private L2 cache. The results show that our technique provides 19.7% EDP reduction and 43.5% EDAP reduction in comparison to using fixed cache sizes, as shown in Figure 2 (a) and (b).