Reading faces for information about words and emotions in adolescents with autism
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ABSTRACT

Studies of explicit processing of facial expressions by individuals with autism spectrum disorder (ASD) have found a variety of deficits and preserved abilities compared to their typically developing (TD) peers. However, little attention has been paid to their implicit processing abilities for emotional facial expressions. The question has also been raised whether preferential attention to the mouth region of a speaker's face by ASD individuals has resulted in a relative lipreading expertise. We present data on implicit processing of pseudo-dynamic facial emotions and visual speech in adolescents with autism. We compared 25 ASD and 25 TD participants on their ability to recreate the sequences of four dynamic emotional facial expressions (happy, sad, disgust, and fear) as well as four spoken words (with, bath, thumb, and watch) using six still images taken from a video sequence. Typical adolescents were significantly better at recreating the dynamic properties of emotional expressions than those of facial speech, while the autism group showed the reverse accuracy pattern. For Experiment 2 we obscured the eye region of the stimuli and found no significant difference between the 22 adolescents with ASD and 22 TD controls. Fearful faces achieved the highest accuracy results among the emotions in both groups.

© 2008 Elsevier Ltd. All rights reserved.
Autism is a complex developmental disorder that includes social, pragmatic, and language deficits, which can have a devastating impact on a person’s ability to conduct daily face-to-face conversation. The capacity to recognize and respond to nonverbal conversational cues, including facial expressions, is central to effective human communication. Typically developing (TD) infants develop the capacity to recognize faces and facial expressions very early. They preferentially attend to faces within a few hours of birth (Goren, Sarty, & Wu, 1975; Johnson & Morton, 1991); at 4 months they can already discern emotional facial expressions (Montague & Walker-Andrews, 2001). Although there is evidence that the ability to process facial expressions of emotions (FEEs) continues to improve throughout childhood (Egan, Brown, Goonan, Goonan, & Celano, 1998), adult competence is reached by early adolescence (Batty & Taylor, 2006; Custrini & Feldman, 1989). In contrast, individuals with autism spectrum disorders (ASD), including autism, Asperger syndrome, and pervasive developmental disorder—not otherwise specified (PPD-NOS), experience a variety of difficulties and use atypical strategies in both face recognition and the identification of emotional facial expressions that persist through adulthood (Schultz, 2005, for review).

A rapidly growing literature exists on the recognition of FEEs by children and adults with ASD. Some studies found that individuals with ASD are able to match emotions during slowed (Tardif, Lainé, Rodriguez, & Gepner, 2007), or even strobe-like presentations (Gepner, Deruelle, & Grynfelt, 2001) and to recognize basic emotions, although not complex ones (Castelli, 2005). Other studies, however, indicate that children with ASD show a deficit in labeling, categorizing, matching, or identifying static facial emotions (Celani, Battacchi, & Arcidiacono, 1999; Gepner, de Gelder, & de Schonen, 1996; Gross, 2004; see Jemel, Mottron, & Dawson, 2006, for review; Tantam, Monaghan, Nicholson, & Stirling, 1989), dynamic expressions (Lindner & Rosén, 2006), and for categorical perception of emotional expressions (Teunisse & de Gelder, 2001).

When trying to interpret an emotional facial expression, typical adults initially focus their gaze on the eye region of a face. However, when they are attending to a spoken word, their gaze focuses more directly on the lower half of the face since the mouth is more relevant for processing facial speech (Buchan, Paré, & Munhall, 2007). In contrast, several studies of face processing in individuals with ASD suggest that they focus on the lower half of the face, particularly the mouth, in a variety of social or emotional contexts (Dawson, Webb, Carver, Panagiotides, & McPartland, 2004; Joseph & Tanaka, 2003; Klin, Jones, Schultz, Volkmar, & Cohen, 2002; Pelphrey et al., 2002). The lack of attention toward the eye region of the face by individuals with ASD may account for some of their deficits identified in studies of face and emotion recognition.

In a classic study, Langdell (1978) found that children with ASD were better than their age-matched peers in face identification when only the lower part of the face was shown. Gross (2004) found that very young children with ASD were relatively less able than a TD cohort to match emotions of humans, dogs, and apes based on the upper face alone, and their error patterns suggested that primary attention was focused on the lower portion of the face. Baron-Cohen, Wheelwright, and Jolliffe, 1997; Baron-Cohen, Wheelwright, Hill, Raste, and Plumb, 2001 found that typical adults were able to rely exclusively on the eye region of a face to extract information about an expressed complex emotion or mental state, whereas individuals with ASD were significantly impaired on such tasks. Spezio, Adolphs, Hurley, and Piven (2007), demonstrated not only that TD individuals visually attend to the eye region of a face, but that the eyes are crucial to their successful identification of emotional expressions. In contrast, participants with ASD used mostly information from the mouth to try and determine facial emotion. Some studies, however, indicate that individuals with ASD are able to attend to the eye region of faces (Bar-Haim, Shulman, Lamy, & Reuveni, 2006; Lahaie et al., 2006; van der Geest, Kemner, Verbaten, & van Engeland, 2002). Using a task similar to Baron-Cohen et al. (1997, 2001); Ponnet, Roeyers, Buysse, De Clercq, and van der Heyden (2004) and Roeyers, Buysse, Ponnet, and Pichal (2001) found that high functioning adults with ASD can identify emotions based on photographs of eyes alone. The difference between these results and those obtained by Baron-Cohen et al., may be explained by the fact that Roeyers et al., used posed expressions and a slightly different task design, as well as differences in autism symptomology among their respective ASD populations. The differences in these data raise the question whether individuals with ASD do in fact use information from a speaker’s eye region without being specifically prompted to do so, especially when the eyes are presented within the context of an entire, natural face.
Another potential cause for the different face processing results obtained across studies may be the presence or absence of dynamic transitions in the facial emotion stimuli. Back, Ropar, and Mitchell (2007) used computer-manipulated stimuli that preserved the dynamic components of either the entire face or only the eye or mouth region and found that adolescents with ASD were less able to determine complex emotions than their TD peers in all conditions. Lindner and Rosén (2006) found deficits in the ASD population’s ability to process static and dynamic expressions in a small sample of children and adolescents (aged 5–16), and Gepner et al. (2001) showed that children with ASD were able to recognize dynamic facial emotions only in slowed, strobe-like dynamic presentations, but demonstrated deficits in the processing of normal-paced dynamic expressions. The question remains whether preserving the natural dynamic transitions of emotional facial expressions allows individuals with ASD to successfully interpret the depicted emotion, or not. The ability to process the dynamic transitions of facial expressions is an important measure of the processing skills required during successful social interaction.

The studies mentioned so far rely on explicit processing tasks involving the recognition, labeling, or matching of emotional facial expressions. Studies of typical individuals show that implicit face processing may develop before explicit recognition ability reaches maturity (Lobaugh, Gibson, & Taylor, 2006) and involve different neuronal activation patterns (Habel et al., 2007; Hariri, Tessitore, Mattay, Fera, & Weinberger, 2002), especially for fearful faces (Lange et al., 2003). Very little work has been done to date on implicit emotional facial expression processing among individuals with ASD. Critchley et al. (2000) found that adults with ASD and a typical control group had less neurological activation for implicit than explicit processing of facial expression stimuli, but that the ASD group showed significantly less neuronal activation for both explicit and implicit FEE processing compared to their TD peers. These neuro-imaging data raise the as yet unanswered question of whether individuals with ASD differ in their behavioral approach to implicit emotion processing as well. Implicit processing of emotional faces is an important component of social interaction. Understanding the ability of individuals with ASD to process facial expressions implicitly are highly relevant to understanding their ability to function in a social environment.

Although it is likely that individuals with ASD have deficits in the processing of dynamic emotional facial expressions, at least for rapid dynamic stimuli in explicit task designs, there is evidence to suggest that they are as competent as their typically developing peers in recognizing visual speech, i.e. lipreading. Lipreading is used by TD individuals during daily conversation and can boost comprehension of spoken language in noisy or distracting environments (e.g. Lidestam, Lyxell, & Lundeberg, 2001; Ross, Saint-Amour, Leavitt, Javitt, & Foxe, 2007; Sumby & Pollack, 1954). Typical infants are sensitive to the facial movements that accompany speech as early as 2 months of age (Dodd, 1979; Kuhl & Meltzoff, 1984) and can detect audio–visual mismatches through speech reading by 5 months (e.g. Rosenblum, Schmuckler, & Johnson, 1997). Their silent lipreading skills, however, are relatively poor through late adolescence (Kishon-Rabin & Henkin, 2000) and are inferior to the lipreading skills of hearing-impaired adolescents who presumably rely more heavily on lipreading in daily life (Elphick, 1996; Lyxell & Holmberg, 2000).

Individuals with ASD pay greater attention to the mouth regions of the face (e.g. Klin et al., 2002) and may therefore have acquired an enhanced lipreading expertise. Again, the evidence is contradictory. Some studies showed that ASD participants performed more poorly than TD controls on a static face matching task involving lipreading (Deruelle, Rondan, Gepner, & Tardif, 2004), and on a silent lipreading task using a dynamic computer generated face (Williams, Massaro, Peel, Bosseler, & Suddendorf, 2004), while others found preserved matching skills for lipreading in the ASD population based on static images of real faces portraying the intonation of singles vowels (Gepner et al., 2001) or dynamic videos of vowel–consonant–vowel syllables (De Gelder, Vroomen, & van der Heide, 1991). To some extent these different findings may be due to differences in stimuli, which range from static to dynamic and real to computer generated. There is evidence to suggest that typical individuals are less successful at processing full language visual speech information from computer generated “speakers” than real people (Lidestam & Beskow, 2006; Lidestam et al., 2001), which might explain the differences in results obtained for these two types of stimuli. It is noteworthy that the task using dynamic videos of real faces and speech sounds (De Gelder et al., 1991) determined that individuals with ASD had good lipreading skills, even compared to their TD peers. The question remains whether
the use of real faces and preserved dynamic transitions will allow individuals with ASD to speech-read full language stimuli accurately. Being able to use lipreading could help individuals with ASD comprehend spoken language in daily conversation.

The studies described in this paper were designed to answer several of the questions that emerge from the literature, specifically regarding the ability of adolescents with autism to implicitly process dynamic facial expressions of emotion, a skill required for everyday social interaction. We also aim to investigate whether the documented attention to the mouth region in this population has led to enhanced lipreading skills which could be used to improve spoken language comprehension. The direct comparison of these face-based stimuli enables us to assess the autism and TD groups’ competence at extracting information from emotional and speech-based facial expressions encountered during everyday communication.

1. Experiment 1

In Experiment 1, we aim to determine whether high functioning adolescents with autism are as familiar as typical controls with the dynamic properties of four basic emotions (happy, sad, fear, and disgust) by asking them to recreate the dynamic sequence of emotional facial expressions using six still images extracted from a video clip, a task assumed to require attention to the entire face and particularly the eyes. We based our experimental design on the paradigm developed by Edwards (1998), who found that typical adults were able to recreate the dynamic sequences of several basic emotions using 14–18 images taken from video clips depicting their onset, apex, and offset. In order to ascertain whether individuals with autism derive benefit from their reported preferential attention to the mouth region, we also investigate their ability to recreate the dynamic sequences of four words (with, watch, bath, and thumb), a task that relies exclusively on attention to the mouth. Our task is designed not to require explicit labeling or matching so that we can investigate knowledge of facial expressions in the absence of secondary verbal task demands. Based on the target group’s reduced neurological involvement for implicit processing, as well as their deficits in explicit dynamic FEE processing, we hypothesize that participants with autism will perform worse than controls on the emotional facial expression task. However, due to their preferential attention to the mouth, and thereby possibly acquired relative lipreading expertise, we expect them to perform better than controls on the lipreading task.

1.1. Method

1.1.1. Participants

Two groups participated in this study: 25 adolescents with autism (22 males, 3 females, mean age 13; 8) and 25 typically developing (TD) controls (20 males, 5 females, mean age 14; 1). The participants were recruited through advocacy groups for parents of children with autism, local schools, and advertisements placed in local magazines, newspapers, and on the Internet. Only participants who spoke English as their native and primary language were included. The Kaufman Brief Intelligence Test, Second Edition (K-BIT 2, Kaufman & Kaufman, 2004) was used to assess IQ and the Peabody Picture Vocabulary Test (PPVT-III, Dunn & Dunn, 1997) was administered to assess receptive vocabulary. We did not administer the PPVT-III to one participant, due to time constraints, but since his verbal IQ data fell within the matched range, he was included in the final sample. Using a multivariate ANOVA with group as the independent variable we confirmed that the groups were matched on age (F(1, 49) = .23, p = .64), sex (χ²(1, N = 50) = .6, p = .44), verbal IQ (F(1, 49) = 2.43, p = .13), nonverbal IQ (F(1, 49) = 2.65, p = .11), and receptive vocabulary (F(1, 48) = .66, p = .42) (Table 1).

1.1.2. Diagnosis of autism

The participants in the autism group met DSM-IV criteria for full autism, based on expert clinical impression and confirmed by the Autism Diagnostic Interview-Revised (ADI-R; Lord, Rutter, & Le Couteur, 1994) and the Autism Diagnostic Observation Schedule (ADOS; Lord, Rutter, DiLavore, & Risi, 1999), which were administered by trained examiners. Participants with known genetic disorders were excluded.
1.1.3. Stimuli

The stimuli for this task were created by having a professional female actor portray five emotions (sad, happy, disgust, fear, and anger) and speak five words (watch, thumb, with, bath, and moth) while facing directly into a camera. The recordings of each emotion included a few seconds of a neutral face, followed by the emotion moving from onset, through apex, and offset to baseline. The word stimuli were single syllable complete words with a CVC structure, where both the initial and final consonants were either labial or interdental, i.e. produced by movements of the lips, or the tongue between the teeth. Limiting the word productions to these types of highly visible consonants ensured that they could successfully be read on the speaker’s lips. Each emotion and word was recorded several times and three judges selected the best portrayal for further manipulation.

Once the best production of each stimulus was selected, we extracted six still images from every clip. The images were selected evenly across the clips, with three images chosen from the onset phase and three from the offset phase of the emotion. Previous research has shown that no single video frame contains the apex of all facial features simultaneously (Grossman & Kegl, 2006), so we did not attempt to designate a central still frame as the depiction of maximum expression. Images were chosen to be noticeably different from the adjacent still frames and to represent the entire dynamic range of the facial emotion or word evenly (see Fig. 1 for examples of an emotion and a word sequence). The selected images were cropped to be of equal size and the background was changed to a solid neutral color in order to provide the least possible distraction from the face. The images were then printed in color and laminated. We also created labels for each emotion and word as well as a laminated “timeline” represented by six numbered spaces in which the participants could place the images during the task.

<table>
<thead>
<tr>
<th></th>
<th>Autism mean (S.D.)</th>
<th>Typical controls mean (S.D.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age</td>
<td>13; 8 (3; 3)</td>
<td>14; 1 (3; 0)</td>
</tr>
<tr>
<td>Verbal IQ</td>
<td>105.04 (19.35)</td>
<td>112.60 (14.58)</td>
</tr>
<tr>
<td>Nonverbal IQ</td>
<td>107.56 (10.80)</td>
<td>113.00 (12.75)</td>
</tr>
<tr>
<td>PPVT</td>
<td>111.63 (19.97)</td>
<td>115.29 (9.6)</td>
</tr>
</tbody>
</table>

Fig. 1. Sample emotion and word sequences.
1.1.4. Procedures

Participants arrived at the testing site with a primary caregiver who gave informed consent. We also obtained assent of any minor participant over the age of 12. At the beginning of the study, the participant was given one example of a word (moth) and an emotion (anger) as training stimuli. The experimenter laid out the six cards of the first training stimulus in random order. We then showed and told the participant the label of that word or emotion, and the experimenter placed the first and last images of the sequence (representing the least deviation from neutral) in their designated spaces, labeled “start” and “end,” on the timeline. The participants were told that the person in the pictures either portrayed an emotion or said a word. We emphasized that the emotion was portrayed from onset, through peak, and offset, and that the start and end of the emotion was shown in the two pictures already given on the timeline. This last instruction was crucial to reinforcing that the most expressive images were expected to appear in the center of the timeline, not at either end. Participants were then asked to place the remaining four images in the correct sequence on the timeline within a 30-s time limit. This time limit was imposed because Edwards (1998) found that participants performed more poorly when they were given more time to consider their responses. Based on pilot testing we determined that 30 s was an appropriate time limit for our adolescent population. After completing the first training item, the experimenter showed the participant the correct sequence for that item and explained the dynamic contours of the stimulus, while giving the participant a chance to look over the correct sequence. Instructions were phrased to emphasize visualization, such as “imagine what a person looks like when she gets angry and then gets over it,” or “picture the face of a person saying the word ‘moth’ and how her mouth looks while she says all the sounds of the word.” This procedure was repeated for the second training item and the order of training items was counterbalanced across subjects.

After completing the training, the task stimuli (sad, happy, disgust, fear, and with, watch, bath, and thumb) were presented in a randomized order within category (emotion and word). Presentation of the categories was counterbalanced across participants in both groups so that half the participants saw the emotion stimuli first and the other half the word stimuli. Participants were reminded of the 30-s time limit, which was enforced with a stopwatch that was not visible to the subjects in order to minimize pressure on their performance. All participants completed the task within the allotted time without requiring reminders. One participant exceeded the time limit and his data were not included in the final analysis.

1.1.5. Data analysis

We added all correctly placed images, resulting in accuracy scores of 0, 1, 2, or 3 for each stimulus item. The maximum score was 3, rather than 4, since placing three cards correctly automatically ensures the accuracy of the fourth card. The numbers of correctly placed images for the four emotion stimuli were summed, and the same was done for the four word stimuli. We thereby created a cumulative accuracy score of total correct images for emotions (maximum = 12) and total correct images for words (maximum = 12). This coding scheme allowed us to give partial credit by counting each correctly placed image, rather than only completely correct sequences. Since the offset of an emotion is processed and produced dynamically differently from the onset (Ekman, 1984; Edwards, 1998; Grossman, 2001; Grossman & Kegl, 2006) we did not count reversely placed images (i.e. image #1 in place of image #4), or complete sequence reversals (4, 3, 2, 1) as correct. This strategy also enabled us to directly compare the accuracy levels for emotions with those for words, since it was not possible to reverse the word sequence, which begin and end with different consonants.

In order to determine the score that could be achieved on this task by chance, we calculated all 24 possible permutations of images within a given sequence of four images and assessed accuracy levels for each of those 24 sequences. As an example, the sequence “1, 2, 3, 4,” achieved the accuracy score of 3, “1, 2, 4, 3,” scored an accuracy level of 2, “1, 3, 2, 4,” had an accuracy of 2, etc. We then summed the occurrences of each accuracy score (0, 1, 2, 3) for all 24 possible sequences and established the statistical likelihood of each of them occurring. This yielded a 4% chance of creating a completely correct sequence, 24% chance of having two images correct, 33% chance of placing one image correctly and 37% chance of creating a completely incorrect sequence. We calculated the mean chance accuracy level for each stimulus item by multiplying each possible score (0, 1, 2, 3) with its associated
probability (.38, .33, .25, and .04, respectively). The resulting chance scores (0, .33, .25, and .12) were then averaged to obtain the mean chance level accuracy of 0.95/3, or 31.99%.

1.2. Results

The data for this study are presented in Table 2. A 2 (group) × 2 (category: emotion vs. word) repeated measures ANOVA of accuracy revealed a significant group by task interaction ($F(1, 48) = 11.21, p = .002$), but no main effect for group ($F(1, 48) = .38, p = .54$) or task ($F(1, 48) = 1.45, p = .23$). Pairwise comparisons within category showed that the TD participants were significantly better at recreating sequences of emotion than the participants with autism ($t(48) = 2.6, p = .012$), and the autistic group was significantly better at recreating the word stimuli than their TD peers ($t(48) = 2.26, p = .029$). Pairwise comparisons within group revealed a significant advantage for emotions over words in the TD participants ($t(24) = 2.8, p = .01$), and a trend towards significance in the autism group for words over emotions ($t(23) = 1.9, p = .076$).

A separate ANOVA for emotion within each group (Bonferroni corrected) revealed a main effect for emotion in the autism group ($F(3, 72) = 3.1, p = .033$), but not the TD group ($F(3, 72) = 1.87, p = .14$). Participants with autism were most accurate on fear ($M = 1.92$) and least accurate on happy ($M = 1.08$); the difference between these two emotions was statistically significant ($p = .038$). No other emotion comparisons reached statistical significance in the autism group. There was also a main effect for words in the autism group ($F(3, 72) = 4.78, p = .004$), but not the TD group ($F(3, 72) = 1.92, p = .13$). Pairwise comparisons of word accuracy scores in the autism group revealed significant differences between the lowest accuracy score (“with,” $M = 1.08$) and the highest scores (“watch” and “thumb”, both $M = 1.88$) at $p = .024$ for “watch” and $p = .002$ for “thumb”.

1.3. Discussion

The findings of this experiment support our initial hypothesis that the autism group will be better at sequencing words than emotions while the typical controls will show the reverse pattern, with a significant advantage of emotions over words. The data suggest that the documented attention to the mouth region in individuals with ASD may indeed lead to greater expertise with the dynamic properties of visual speech and therefore higher accuracy scores for the sequencing of word stimuli. Although most emotional expressions are formed by the movements of the mouth as well as the eye region, visual speech relies exclusively on mouth movement and should therefore be more affected by increased attention to the mouth. The autism group’s relative difficulties at processing pseudo-dynamic facial expressions of emotion may at least partially be due to a lack of familiarity with the dynamic properties of the eye region of faces which is crucial to the successful processing of facial emotion.

An unexpected result was the high accuracy achieved for the sequencing of fearful faces in both participant groups. Although this difference only reached statistical significance for the adolescents with autism, it was still present in the TD group (Fig. 2). This finding stands in contrast to other studies that found relatively poor performance on the processing of fear among typical populations and individuals with ASD (e.g. Ashwin, Baron-Cohen, Wheelwright, O’Riordan, & Bullmore, 2007;
Humphreys, Minshew, Leonard, & Behrmann, 2007). Many studies have also documented an advantage for happy face processing, even in individuals with ASD (e.g. Grossman, Klin, Carter, & Volkmar, 2000). Our results, however, indicate that the TD group was not more accurate for happy faces than any of the other expressions and that the autism group even demonstrated their poorest accuracy levels for these expressions. It is possible that the implicit nature of our task design allowed participants to demonstrate their familiarity with the dynamic contours of the evolutionarily important fear faces in the absence of secondary verbal task demands.

Overall, the results support our hypothesis that adolescents with autism prefer local processing of the mouth region for both types of facial stimuli. This preferential processing of the mouth may explain their advantage over the TD group for the word stimuli, which are exclusively conveyed by the mouth, as well as their relatively poor performance on the emotions, for which information from the eyes is critical. The question raised by this task is whether individuals with autism derive any benefit from the information conveyed by the eye region at all and whether emotions can be successfully processed by attending only to the mouth, even by TD individuals. We pursue this question in the second experiment.

2. Experiment 2

Experiment 2 replicates the design of Experiment 1, except that the eye region of the stimuli is obscured. This study was designed to determine whether individuals with autism derive any benefit from the eye region of faces during face processing, and also to demonstrate that the eyes are crucial to the determination of facial emotion in typical adolescents. Our hypothesis underlying this task is that the autism group will show no difference in their performance on emotion and speech stimuli compared to their results in Experiment 1. In contrast, we expect the lack of information from the eyes to cause TD participants to perform more poorly on the emotion task than in Experiment 1, but show the same level of accuracy for speech stimuli as before.

2.1. Method

2.1.1. Participants

We recruited a second set of participants for this study. Although 12 out of 22 adolescents with autism and 5 out of 22 typical controls in Experiment 2 also participated in Experiment 1, a minimum of 5 months had passed between the two studies (mean 11 months, maximum 16 months), so we were confident none of the participants remembered the stimuli in detail. Furthermore, no feedback of accuracy on the task stimuli had been provided to the participants in the first study. There were 22 participants who met criterion for full autism (16 males, 6 females, mean age 13; 11) and 22 TD participants (20 males, 2 females, mean age 14; 2). The groups were matched on age ($F(1, 43) = .12, p = .74$), sex ($\chi^2(1, N = 44) = 1.53, p = .22$), verbal IQ ($F(1, 43) = .63, p = .43$), nonverbal IQ ($F(1, 43) = .78, p = .38$), and receptive vocabulary ($F(1, 43) = .52, p = .48$) (Table 3).

Fig. 2. Accuracy for each emotion within group.
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2.1.2. Stimuli

The stimuli were identical to those used in Experiment 1, with the exception that the eye region of the face was obscured by a large sleep mask (Fig. 3). The mask was positioned to fully cover the eyes, upper cheeks, eyebrows, and lower forehead, which tend to move with the eyes and provide crucial information of eye involvement in an emotion (Ekman, 1984).

2.1.3. Procedures

The procedures were the same as in Experiment 1.

2.2. Results

The results for this study are presented in Table 4. We conducted a 2 (group) × 2 (category) ANOVA for total accuracy, which revealed no main effect for task ($F(1, 42) = 2.07, p = .16$), group ($F(1, 42) = .075, p = .79$), or group by task interaction ($F(1, 42) = 0.38, p = .54$). Separate ANOVAs within each participant group revealed a main effect for emotion in the autism group ($F(3, 63) = 3.24, p = .028$) and

### Table 3

<table>
<thead>
<tr>
<th>Category</th>
<th>Autism mean (S.D.)</th>
<th>Typical controls mean (S.D.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age</td>
<td>13.9 (3.02)</td>
<td>14.2 (2.24)</td>
</tr>
<tr>
<td>Verbal IQ</td>
<td>103.36 (20.9)</td>
<td>107.32 (10.41)</td>
</tr>
<tr>
<td>Nonverbal IQ</td>
<td>110.32 (9.57)</td>
<td>107.82 (9.19)</td>
</tr>
<tr>
<td>Vocabulary (PPVT)</td>
<td>109.77 (21.03)</td>
<td>111.61 (11.57)</td>
</tr>
</tbody>
</table>

![Fig. 3. Masked face stimulus.](image)
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### Table 4

<table>
<thead>
<tr>
<th>Emotions (number correct)</th>
<th>Sad</th>
<th>Happy</th>
<th>Disgust</th>
<th>Fear</th>
<th>All emotions % correct (S.D.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Autism Mean (S.D.)</td>
<td>1.36 (.85)</td>
<td>1.82 (1.44)</td>
<td>1.14 (1.58)</td>
<td>2.41 (1.22)</td>
<td>48.86 (18.41)</td>
</tr>
<tr>
<td>Mean (S.D.)</td>
<td>1.40 (.957)</td>
<td>1.40 (1.118)</td>
<td>1.00 (1.500)</td>
<td>2.44 (1.193)</td>
<td>50.00 (18.37)</td>
</tr>
<tr>
<td>TD</td>
<td>Watch</td>
<td>With</td>
<td>Thumb</td>
<td>Bath</td>
<td>All words % correct (S.D.)</td>
</tr>
<tr>
<td>Mean (S.D.)</td>
<td>1.41 (.80)</td>
<td>2.05 (1.13)</td>
<td>1.55 (.80)</td>
<td>2.32 (1.39)</td>
<td>56.44 (16.63)</td>
</tr>
<tr>
<td>Words (number correct)</td>
<td>1.52 (1.229)</td>
<td>1.68 (1.069)</td>
<td>1.24 (1.052)</td>
<td>2.40 (1.225)</td>
<td>53.03 (20.01)</td>
</tr>
</tbody>
</table>
the TD group ($F(3, 63) = 8.05, p < .001$). Post hoc pairwise comparisons (Bonferroni corrected) showed that the autistic participants were significantly better at recreating the sequence for the highest scoring fear expressions ($M = 1.9$) than the lowest scoring sad faces ($M = 1.05$), $p = .01$. The TD group’s highest accuracy levels were also for fearful faces ($M = 2.23$) and their lowest scores were for disgust ($M = .91$). The accuracy scores for fear in the TD group were significantly higher than those for sad ($M = 1.55, p = .046$), happy ($M = 1.32, p = .006$) and disgust ($M = .91, p < .001$) (Fig. 2). A comparison of word scores revealed no main effect for words in the TD group ($F(3, 63) = 2.33, p = .83$) or the autism group ($F(3, 63) = 1.09, p = .36$).

2.3. Comparison of performance across studies

Fig. 4 shows the data for each participant group’s performance across category (words and emotions) and studies (unmasked and masked). We conducted a $2 \times 2$ ANOVA for accuracy within each group to ascertain whether performance across the two studies, masked and unmasked, was significantly different within each group. For the autism group there was a main effect for category ($F(1, 45) = 5.8, p = .02$), but no significant effect for study ($F(1, 45) = .33, p = .57$) and no task by study interaction ($F(1, 45) = .004, p = .95$) indicating that the ASD participants performed better on words than emotions in both studies. There was no main effect for task ($F(1, 45) = 2.82, p = .1$) or study ($F(1, 45) = .75, p = .79$) in the TD group, but we did find a significant task by study interaction ($F(1, 52) = 5.46, p = .013$), with the accuracy on masked emotions having dropped significantly in comparison to the unmasked emotions in Experiment 1. Post hoc pairwise comparisons (Bonferroni corrected) for masked vs. unmasked emotions within each group showed a significant advantage for unmasked emotions over masked emotions in the TD group ($p = .044$). There was no difference between masked vs. unmasked words in either group.

2.4. Discussion

The aim of these experiments was to determine how adolescents with autism approach implicit processing of communicative facial stimuli and how familiar they are with the dynamic properties of emotional facial expressions and visual speech. We presented emotions and words in a pseudo-dynamic form, preserving dynamic contours, but reducing presentation speed and complexity of dynamic transitions by extracting individual frames from a video sequence. The group by task interaction in Experiment 1 clearly supports our hypothesis, with the autism group outperforming the TD group on words, but scoring lower than their typical peers on emotion stimuli. These results support findings in the literature that describe deficits in explicit processing of dynamic emotional expression in individuals with ASD (Back et al., 2007; Lindner & Rosén, 2006), but preserved lipreading skills (De Gelder et al., 1991; Gepner et al., 2001). Our results go further and demonstrate not just preserved, but enhanced lipreading skills in adolescents with autism for these pseudo-dynamic stimuli.

Comparing the performance of both groups across the two study tasks, we find that the autism group showed no difference in accuracy levels for masked vs. unmasked stimuli. One possible
interpretation is that individuals with autism do not use the information contained in the eye region of emotional facial expressions. A second interpretation is that the eyes are simply not necessary to process and recreate the dynamic properties of FEEs. The second interpretation can be discarded, because of the performance difference in the TD group across the masked and unmasked modalities. The TD individuals demonstrated a significant advantage for emotions over words in Experiment 1. However, in Experiment 2, where the eye region was not visible, the typical group’s accuracy results for emotional expressions dropped significantly and were no longer distinguishable either from their own low accuracy scores for words, or the emotion processing scores of the autism group. Based on this significant performance gap for emotional facial expressions in the TD group across the two studies and the lack of change in the corresponding accuracy levels of the autism group, we conclude that the eyes do provide crucial information towards the processing of dynamic facial expressions and that adolescents with autism do not have access to, or choose to ignore, this information when attempting to recreate the dynamic properties of basic emotions.

Our results support prior findings that adolescents with ASD have deficits in their ability to explicitly process basic dynamic facial emotions (e.g. Lindner & Rosén, 2006), but not those of Gepner et al. (2001), who found preserved facial emotion processing in ASD for slowed, strobe-like presentations. One explanation for this discrepancy can be found in the differences in stimuli and task designs across studies. Gepner et al. (2001) used a more explicit task involving matching of a still photograph to a dynamic sequence. It is also not clear whether our cohort of participants with ASD is comparable to the group studied by Gepner et al., since different assessment tools were used to determine autism symptomology in the two studies. But more importantly, the emotion stimuli used in Gepner et al.’s study portrayed only the onset of the emotion up to the maximum expression; the emotional sequences in the experiments presented here contained the entire dynamic range from onset through peak and offset. It is possible that including the entire dynamic contour of emotional facial expressions increased the processing demands sufficiently to lower the accuracy scores of our autistic participants. It is also likely that the implicit vs. explicit processing demands of the two tasks account for at least some of the differences between our results. Overall, our data confirm the documented difficulties of individuals with ASD to process FEEs and suggest that their deficits in interpreting emotional expressions are tied to an avoidance of the eye region of the face. We conclude that the autism group has less familiarity with the dynamic aspects of emotional facial expressions than the TD group, as demonstrated by their relatively poor performance on all emotion stimuli when compared to the TD group in Experiment 1, and compared to their own performance on words.

In contrast to their relatively poor performance on emotional expressions, the autism group outperformed the TD group on the sequencing of word stimuli, due in part to the fact that the TD group scored very low on the word task. A possible explanation for this poor performance on lipreading in the typical group can be found in the documented developmental aspect of lipreading ability in typical individuals (Bar-Haim et al., 2006). Full adult lipreading ability does not appear to develop until late adolescence, effectively placing the majority of our TD participants below the threshold of lipreading competence. The autism group, on the other hand, may have gained earlier expertise in this domain due to their preferential visual attention to the lower part of the face and the mouth during social interaction (Joseph & Tanaka, 2003; Klin et al., 2002; Langdell, 1978). The fact that lipreading is a skill that can be trained and improved upon through daily exposure has been demonstrated by studies of adolescents with hearing impairments. These individuals, due to their greater need for daily lipreading, acquire earlier expertise for the processing and interpretation of dynamic properties of the mouth during visual speech (Lyxell & Holmberg, 2000). In the same vein, our participants with autism may have developed greater familiarity with speech-related mouth movements due to their presumed greater daily visual attention to the mouth regions of their conversation partners.

An alternative interpretation of these data is that adolescents with autism do not actually have greater skill at lipreading, but rather a developmental advantage at the age of sampling that may disappear with time. Their preferential attention to the mouth region of a speaker may have led them to develop full adult competence for lipreading earlier than their typical peers, rather than reach a higher skill level in this area overall. Further studies of lipreading using groups of adult participants with autism and typical controls are necessary to decide whether the lipreading advantage we found in individuals with autism remains constant as they age.
A surprising result is that both groups consistently achieved the highest accuracy levels of any emotion for fearful faces in both the masked and unmasked tasks. This good performance for fear faces is the only consistent ranking finding among the emotions or words in either participant group. There are no clear patterns of accuracy rankings among the words and no single emotion that consistently achieves the lowest accuracy levels. Although the literature shows that the highest accuracy levels and fastest reaction times are often reached for the identification of happy faces (Bullock & Russell, 1986; Custrini & Feldman, 1989; Grossman et al., 2000; Phillipot & Feldman, 1990), and that participants, including those with ASD, are specifically poor at processing fearful faces (Ashwin et al., 2007; Dawson et al., 2004; Howard et al., 2000; Humphreys et al., 2007; Ogai et al., 2003; Pelphrey et al., 2002), we found no such pattern here. There are at least some data to support that different emotions are processed equally well (Egan et al., 1998), or even that happy and fear are processed better than other basic emotions during an implicit task in typical adults (Edwards, 1998). But it is still surprising that both groups maintained this processing advantage for fear faces even in Experiment 2, which provided no information from the eye region of the face.

Although fearful faces carry many of their defining facial characteristics in the eyes (e.g. Morris, deBonis, & Dolan, 2002), they do also involve defining movements of the lips and jaw (Ekman & Friesen, 1978), thereby possibly allowing our participants to accurately process this facial emotion from the mouth movements alone, as they apparently did in Experiment 2. Also, Dadds et al. (2006) found that children with mild callus-unemotional traits showed no difference in fear processing accuracy whether their gaze was exclusively directed to the eyes or the mouth region of a face, indicating that it is possible to accurately identify fearful faces through attention only to the mouth. These data combined with the Facial Action Coding System (FACS) defined involvement of the lips and jaw in producing fearful faces support our claim that the mouth does carry crucial information for the processing of fearful faces, which may help explain the high accuracy results achieved by our participants for this emotion.

Another difference between our study and prior research on the processing of fearful faces in individuals with ASD is that our stimuli preserved the dynamic contours, although not the dynamic speed, of the emotional expressions. Natural conversational facial expressions are defined not only by their constellations of facial features at any given moment, but rather by the dynamic changes and interactions of these features over time. We hypothesize that the dynamic properties of fearful faces, which evoke an immediate neurological reaction in humans (Whalen et al., 1998, 2004), are quite familiar to adolescents with autism and successfully recreated. It is also possible that a different level of cognitive processing is needed to successfully connect an implicitly processed expression with a verbal label or visual match. In a recent study by Humphreys et al. (2007), individuals with ASD were significantly worse at labeling fearful faces than at recognizing them in a same-different task. Humphreys et al. (2007) argued that this performance difference in the ASD group was based on the added language component of the labeling task, which increased difficulty and therefore lowered accuracy. Our results support that hypothesis. In our implicit emotion-processing task, adolescents with ASD and their TD peers were able to recreate the dynamic properties of fearful faces significantly better than any of the other emotions presented, contrary to findings of explicit emotion processing tasks with the same populations. It is possible that the lack of explicit second-layer task demands and preservation of dynamic contours in our design enabled participants in both groups to deal with these expressions on a more immediate level, demonstrating easy familiarity with fearful faces over other basic emotions, which do not evoke the same hard-wired neuro-physiological responses as fear. However, considering that our results are based on a single sample of fear, we cannot generalize these findings, even though our stimuli were judged to be clear expressions of their target emotion during the stimulus creation process. Further studies of implicit processing of dynamic fearful faces by individuals with autism are required to determine the general validity of this finding.

2.5. Conclusion

In an implicit processing task assessing familiarity with the dynamic properties of emotional facial expressions and visual speech, adolescents with autism show a reverse pattern of competence for emotion and word sequencing than their TD peers. The autism group is more accurate for words than
emotions and the TD group is more accurate for emotions than words. The autism group’s performance does not change whether information from the eye region is accessible, indicating that they do not use this information for processing of basic emotions. The TD group, on the other hand, demonstrates a significant drop in accuracy for recreating dynamic properties of facial emotional expressions in trials with obscured eye regions, suggesting that the dynamic information contained in the eyes, brows, lower forehead and upper cheeks is crucial to the successful processing and recreation of emotional facial expressions in typical adolescents. The attention preference to the lower face among individuals with autism may also lead to an acquired lipreading expertise and explain their advantage for the processing of visual speech compared to their typical peers. Surprisingly, both groups reach their highest accuracy rates for fearful faces, contradicting literature showing poor performance for the recognition, labeling, or matching of fear faces in both typical and autistic populations. We propose that an implicit task design and preservation of dynamic contours in the emotional stimuli play a significant role in the ability of both groups of adolescents to interpret fearful faces.

During social interactions, processing of emotional or speech-based facial actions happens on an implicit level. Unfortunately, implicit processing of facial stimuli in individuals with ASD has not been studied extensively to date. This paper’s results highlight the reduced ability of adolescents with autism to implicitly process facial emotion as well as their enhanced capacity for processing facial speech. Further studies are required to ascertain how individuals with ASD implicitly process a speaker’s emotional state as well as possibly enhance their comprehension of spoken language through lipreading.
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