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Abstract— In this paper, we describe a system for tracking
multiple fluorescent particles in a confocal microscope. The
tracking algorithm relies on position estimates derived from
fluorescence measurements taken at a small number of dis-
crete locations combined with an LQG controller. We report
experimental results of tracking a single fixed particle, a single
diffusing particle, and two fixed particles.

I. INTRODUCTION

Within the past few years, tracking of fluorescent particles
in liquid environments has been used widely by biolo-
gists to study molecular dynamics at submicron resolution,
greatly exceeding the resolution limits of classical optical mi-
croscopy. Recent applications include the study of the nuclear
trafficking process of influenza virus infection by tracking
single vRNPs in living cells in real time [1], an exploration
of the mechanisms leading to slow diffusion rates in cell
membranes [2], and the mechanism of the signal transduction
mediated by the G-protein-coupled receptors [3]. In addition
to such single particle tracking applications, researchers have
also tracked multiple particles simultaneously, with applica-
tions including the measurement of heterogeneities in the
microenvironment [4], [5] and micromechanical properties
[6]. Furthermore, such methods can even be used for drug
and gene delivery [7].

Unfortunately, most tracking methods mentioned above
rely on the use of a wide-field fluorescent image captured by
a CCD camera. This scheme is essentially limited to tracking
particles moving in or near the focal plane. Its spatial and
temporal resolutions are determined by the characteristics
of the camera and the details of the position estimation
algorithm used. To estimate the position of a fluorescent
particle in three dimensions, one must either obtain images
at different axial positions or take advantage of defocusing
to get information about the position along the optical axis
[8], [9]. Either scheme leads to a reduction in the temporal
resolution.

To overcome such limitations, several alternative ap-
proaches have been developed to track a single particle
moving in the plane. These schemes rely on point detectors
in a single or multi-photon microscope. One of the early
approaches proposed rapidly steering the laser focus around
a circle and estimating the particle position from collected
fluorescence intensity fluctuations [10]. This basic scheme
has been used in a variety of recent efforts. In [11], a
feedback controller was introduced to steer the center of
the scanned circle. To track in three dimensions, the focus

was circularly scanned in two different axial planes in a
sequential fashion [12], or a pair of laser beams were focused
at different axial positions [13]. This latter scheme has been
quite successful and has tracked quantum dots diffusing with
coefficient as high as 20 µm2/s . Other tracking approaches
include [14]–[16], which track particles moving in three
dimensions without scanning the focus but at expense of a
more complicated detection system. Recent reviews of the
state-of-the-art can be found in [17]–[19].

Our tracking system is composed of a confocal micro-
scope with a piezoactuated nanopositioning stage, a micro-
controller and tracking algorithm based on the use of a
linear quadratic Gaussian controller. In this work, we use
a position estimation algorithm introduced by one of the
authors [20], [21], to estimate the particle position by taking
measurements of the fluorescence intensity at several discrete
locations. The overall implementation is simpler in terms
of the experimental apparatus than existing methods and
extends naturally to the tracking of multiple particles. It is
also important to note that all tracking results reported to
date for particles with diffusion coefficients above 0.1 µm2/s,
including those presented here, utilize quantum dots and
consequently operate with high signal-to-noise ratio (SNR).
The estimation algorithm at the core of our method has been
shown to be effective at low SNR [21] and thus we expect
our algorithm to maintain performance in noisier settings
such as those involving fluorescent dyes inside live cells.

II. ALGORITHM DESCRIPTION

In this section we provide an overview of our tracking
algorithm. It was originally introduced in [22] and details
can be found there. Our system, shown in Fig. 1, consists
of a confocal apparatus and a 3-D translation stage used
to move the sample relative to the detection volume of the
microscope.

We develop a linear stochastic model of the system by
first describing the evolution of each particle to be tracked
as a random walk:

xi[k +1] = xi[k]+
√

2Di∆ t w[k], i = 1, . . . ,Np (1)

where xi[k] ∈ R2 is the position of of the ith particle at
time step k, ∆ t is the control sampling period, Di is the
diffusion coefficient of the ith particle, w[·] is a zero mean,
unity variance Gaussian white noise process, and Np is the
number of particles to be tracked. To this we append the
transfer function of the translation stage. We assume we
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Fig. 1. System schematic for the tracing system. The excitation source
(blue) is focused through the objective lens onto the sample. The emitted
signal (green) is separated from the excitation using a dichroic mirror and
then focused either onto a CCD or through a pinhole onto an avalanche
photodiode. Motion of the stage is achieved using a three-axis piezostage.
System control is performed using a microcontroller.

have perfect measurements of the position of the stage and
noisy measurements of the position of the particles with
respect to a fixed frame. Then, tracking of a single particle
is achieved through the use of a linear quadratic Gaussian
(LQG) controller where the cost function is given by

J =
∞

∑
k=1

(
λee(k)2 +λuu2) (2)

where e is the tracking error, defined as the difference
between the stage position and the particle, and u is the
highest derivative of the driving voltage of the piezostage.
We note that the actual control signal for the stage is part of
the system state. For multiple particles, an LQG controller
is designed for each independently and the system simply
alternates between them in a cyclic fashion.

The position of a particle cannot be measured directly but
must be inferred from the measurements of the fluorescence
intensity. The fluoroBancroft algorithm, introduced in [20],
[21], provides an analytical solution to the localization
problem from a collection of as few as three measurements
taken at three non-colinear points. A measurement of the
fluorescence intensity at a point (x,y) can be related to the
position of the point source (xo,yo) through the point spread
function (PSF), approximated by

I(x,y) = me−
(x−xo)2+(y−yo)2

2wo +ηB +ηS (3)

where wo is the width of the PSF, ηB is the background
fluorescence, and ηS represents the shot noise. The intensity
measurement is converted into an estimate of the range
to the source. The fluoroBancroft algorithm expresses a
collection of such measurements as an overdetermined linear
system that is then solved using a Moore-Penrose generalized
inverse.

In our tracking algorithm the stage is moved through a
sequence of measurement positions at each time step k.
These points are arranged on a circle centered on the current
position of the stage designated by the LQG controller.
The measurements are used to estimate the position of
the particle. That estimate is then taken to be the system
measurement of the particle position, allowing the LQG
controller to be updated.

III. IMPLEMENTATION

The tracking scheme was implemented on a custom confo-
cal microscope (see Fig. 1). A 488 nm laser (ChromaLASE,
Blue Sky Research, CA, USA) was used for excitation. The
beam was expanded to fill the back aperture of the objective
lens (water immersion, 63x, 1.2 N.A. C-Apochromat, Carl
Zeiss, NY, USA) and spatially filtered using a 5 µm-
pinhole. The beam was directed into the objective lens
using a dichromatic filter (T495LP, Chroma, VT, USA). The
resulting fluorescence was collected by the same objective
lens, passed through the dichroic filter and a bandpass filter
(HQ625/30m, Chroma, VT, USA), and then focused through
a 25 µm pinhole and onto an avalanche photodiode (APD)
(SPCM-AQR-14, Perkin Elmer, MA, USA).

Motion of the sample was achieved using a three-axis
piezoelectric stage (Nano-PDQ, Mad City Labs, WI, USA).
The algorithm was implemented on a microcontroller board
(ADuC7026, Analog Devices, MA, USA). Control signals
from the microcontroller were passed through a power am-
plifier (Nano-Drive85, Mad City Labs, WI, USA) and then
applied to the piezos. The transfer function of the stage was
identified. The results have been previously reported [22].

The objective lens was mounted in an inverted optical mi-
croscope (Axiovert 200, Carl Zeiss, NY, USA). The collected
light could be diverted onto a CCD camera (Retiga EXi,
Qimaging, BC, Canada) to produce a wide-field image or to
the APD for the confocal measurement.

A user interface was created in Matlab. Through this inter-
face, the system parameters were defined, including the N.A.
of the objective lens, the background noise level, the number
of particles to be tracked, their diffusion coefficients, the
number of measurements to take for each position estimation,
the radius of the circle describing the measurement pattern,
the integration time for each measurement, the modeled
measurement noise arising from the position estimator, the
weighting matrices for the LQR controller, and the update
rate for the LQG controller. Note that this update rate was
constrained to be larger than NpNm∆ tI where Np was the
number of particles to be tracked, Nm was the number of
measurements to collect for each particle at every time step,
and ∆ tI was the integration time for each measurement.

After selecting the parameter values, the system was
initialized using the CCD camera. First, the tracking range
of the scanning system was displayed on the CCD image.
The sample was then moved using a coarse positioner until
a collection of particles was visible within the tracking range.
To obtain their initial positions, the user simply clicked on
the particles of interest. We note that initialization could
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also be performed by other methods such as searching the
detection region until a sufficiently high intensity was found
or by keeping the detection volume fixed until a sufficiently
high signal was detected (indicating a fluorescent particle
had diffused into the focal volume). The corresponding pixel
coordinates were translated into the lateral coordinates of
the piezostage. These initial conditions together with all the
parameters were then transfered to the microcontroller using
the serial port, the optical signal was diverted to the APD,
and the tracking experiment begun. At each time step, the
stage was driven around the measurement pattern for each
particle in turn. The estimated system state as well as all the
fluorescence measurements were recorded and transmitted
back to the host system over the serial link.

A diagram of the entire scheme is shown in Fig. 2.

Fig. 2. Flow diagram of our algorithm, from initialization to tracking.

IV. EXPERIMENT SETUP

To test the tracking algorithm, a series of experiments
using quantum dots (QD625, Invitrogen, USA) were per-
formed. In all the experiments, a measurement constellation
of four points arranged on a circle was used (see Fig. 3).
The radius of the circle was set, through trial and error,
to 125 nm when tracking a single particle, and to 175 nm
when tracking multiple particles. The laser focus was moved
counterclockwise through the constellation, starting from
the right-most location (denoted location 1), through to the
bottom location (location 4). The integration time for each
measurement location was set to 2 ms. The background noise
rate, estimated by collecting data from a blank sample, was
set to 5 counts/ms. The width of the point spread function
was set to wo = 0.25 µm. The covariance of the noise in the
position estimate was set to 10−4 µm2 in each axis.

During single particle tracking, the update rate for the
position of the stage, and therefore the motion around the
sampling points, was set to 20 Hz. The corresponding update
rate for the LQG controller was 5 Hz. To keep this 5 Hz rate
when tracking two particles, the update rate was increased
to 40 Hz. The weights for the LQR cost function were set

Fig. 3. In this work we use a four-point measurement constellation. The
measurement locations are equally spaced around a circle. It is the position
of the center of this circle that is controlled using the LQG algorithm.

to λe = 1× 1040 and λu = 1× 10−40, reflecting that u, the
highest derivative of the control signal in the piezostage
model, is essentially unrestricted because it is only used by
the Kalman filter to get the estimated system state. The actual
stage driving voltage is determined from the corresponding
component of the predicted system state.

V. EXPERIMENTAL RESULTS

A. Tracking a fixed particle

We first applied the algorithm to track a fixed particle. A
solution of quantum dots was dried onto a cover slip. A drop
of glycerol was then placed on the cover slip and the cover
slip sealed onto a glass slide. The estimated trace of the par-
ticle is shown in Fig. 4(a). The initial condition, determined
by user click on the CCD image, was approximately 150 nm
away from the final average estimated position. The LQG
algorithm converged to within 25 nm of this final average
position, approximately an order of magnitude better than
the diffraction limit of the optical system, within three steps.
The final estimate error is better seen from the individual
traces of the x and y estimates in Figs. 4(b) and 4(c). The
standard deviation in the x signal after the fourth step was
10 nm while the standard deviation in the y signal was 11.5
nm. Since the noise in the position estimate is zero mean,
this yields a steady state position error of 15.2 nm, well
below the Rayleigh limit. For a fixed bead, the main source
of error is the measurement noise, filtered through to the
position estimates by the fluoroBancroft algorithm, and to a
lesser extent by the modeling errors and quantization errors
in the analog-to-digital and digital-to-analog conversion.

The measured fluorescence intensities at the four measure-
ment positions are shown in Fig. 5. The average count per
sample period in each signal was greater than 400. This
is significantly above the background level of 10 counts
in the same sample period, indicating that we are indeed
measuring fluorescence from a source particle. The four
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(a) Estimated trajectory (b) Trajectory in x (c) Trajectory in y

Fig. 4. Tracking a single fixed particle. The trajectory of the focal point converged rapidly to the source particle. The final steady state standard deviations
in x and y were 10 nm and 11.5 nm respectively, yielding a steady state position error of 15.2nm.

signals share the same qualitative shape, indicating that the
average position of the stage is centered on the particle.

(a) Location 1 (b) Location 2

(c) Location 3 (d) Location 4

Fig. 5. Photon counts measured at each of the four points of the
measurement constellation. The average count per sample period of greater
than 400 counts is significantly above the background rate, indicating the
presence of a fluorescent particle. In addition, due to the symmetry of the
measurement locations, all four signals are qualitatively similar.

B. Tracking a diffusing particle

In these experiments, a solution of quantum dots was
prepared in a 90% dilution of glycerol in water, yielding
a viscosity of 219 cP [23]. From the Stokes-Einstein relation
for the diffusion coefficient of a spherical particle,

D =
kBT

6πηa
(4)

where kB is Boltzmann’s constant, T is the temperature, η

is the viscosity, and a is the radius of the particle, we find
D = 0.1 µm2/s. A small volume of this solution was sealed
between a cover slip and a glass slide. The quantum dots
were thus free to diffuse in three directions.

Preliminary results suggested that our preparation yielded
small collections of bound quantum dots rather than isolated

ones. This would lead to a smaller diffusion coefficient and
thus we set D = 0.1×10−4 µm2/s. The remaining parameters
were kept unchanged. As before, the system was initialized
by clicking on the particle to be tracked in the wide field
image.

The results of a tracking run are shown in Fig. 6. The
estimated position, shown in Fig. 6(a), clearly illustrates the
diffusive nature of the particle motion. The measured photon
counts at position one of the measurement constellation are
shown in Fig. 6(b). Due to space limitations only the values
from this position are shown. As discussed for the single
particle case, however, the measurements from the other
three positions exhibit the same qualitative behavior and
the same signal levels. Note that in this case the photon
counts exhibit a slow variation. This reflects the untracked
diffusive motion of the particle along the optical axis (out
of the plane). As the particle moves away (towards) from
the plane, the fluorescence intensity diminishes (increases),
yielding the slow fluctuations exhibited. As shown in [21],
the position estimator is invariant with respect to the intensity
level (assuming the SNR is high enough) and as a result the
tracking algorithm is not perturbed by such fluctuations so
long as they are slow relative to the controller rate.

(a) Estimated trajectory. (b) Measured photon counts.

Fig. 6. Tracking a single diffusing quantum dot with D = 0.1 µm/s2. The
first step in the trajectory (from (x,y) ≈ (4.5µm,8.2µm)) is large due to
initialization error. The intensity measurement shown here is from position
1 of the measurement constellation; the others three positions show similar
signals. Note that the slow fluctuations in the intensity reflect diffusion of
the particle along the optical axis.

While the measured signal level strongly indicates that
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the algorithm was tracking a fluorescent particle and not
simply responding to background noise, we performed two
simple experiments to verify the results. In the first, we
initialized the tracking algorithm in a region of pure back-
ground. As shown in Fig. 7(b), the measured photon counts
are essentially zero. Due to a background threshold in the
position estimation algorithm, measured photon counts at the
background level do not yield a position update.As a result,
at low signal levels the center of the measurement pattern
remains fixed. We then switched the fluorescence signal to
the CCD camera and, using the coarse positioners on the
piezostage, moved a quantum dot near to the focal volume.
Finally, the fluorescence signal was switched back to the
APD. This switch occurred at time step 610 and, as seen
in Fig. 7(b), the fluorescence counts immediately jumped.
The tracking algorithm then began following the diffusing
particle. The resulting trajectory is shown in Fig. 7(a).

(a) Estimated trajectory. (b) Measured photon counts.

Fig. 7. Capturing a diffusing particle. The system was initialized in a
region with no quantum dots. At time step 610, a quantum dot was brought
into the focal volume and the tracking algorithm immediately locked on and
began following the particle.

(a) Estimated trajectory. (b) Measured photon counts.

Fig. 8. Losing a diffusing particle. The system was initially tracking a
diffusing particle. At time step 1000 the tracking controller was disabled,
leading to a slow decline in the measured photon counts. This decay is
consistent with the quantum dot diffusing away from the focal volume.

In the second experiment, we initialized the system in
the normal fashion but after tracking for a period of time,
disabled the tracking controller. The system continued to
collect fluorescence measurements but no longer updated
the particle position or attempted to follow it. The particle
then slowly diffuses away, leading to a gradual decay of the
fluorescence intensity to the background level. The particle
trajectory is shown in Fig. 8(a) and the measured photon
counts at position 1 of the measurement constellation are
shown in Fig. 8(b).

C. Tracking two particles

In this experiment we used the preparation of fixed quan-
tum dots and selected a region containing two particles.
The initial image is shown in Fig. 9. (The third particle
in the upper left corner of the image was not part of the
experiment.) We arbitrarily label the lower particle as particle
one and the upper particle as particle two.

Fig. 9. CCD image of the region for tracking two fixed particles. The two
quantum dots in the lower right were selected for the experiment.

The estimated positions of the two particles as well as
the photon counts from position one of the measurement
constellation are shown in Fig. 10. As with the single fixed
particle, the algorithm quickly converged onto the first parti-
cle. As seen by the relatively slow rise in the photon counts in
Fig. 10(d), the algorithm was slow to converge to the second
particle. This was caused primarily by the much larger initial
error. Moreover, the choice of D = 0 µm2/s in the controller
parameters led to a small gain on the error signal in the LQG
controller and thus to a slow convergence.

Based on the estimated positions of the two particles, the
distance between them can be calculated. The result is shown
in Fig. 11.

VI. CONCLUSIONS AND FUTURE WORKS

In this paper we describe experimental results of a system
for using a confocal microscope to track multiple fluores-
cent particles in moving in two-dimensions. The scheme
is primarily algorithmic and can therefore be implemented
on existing confocal systems with the addition of only a
microcontroller or digital signal processor.

As evidenced by the two particle tracking results, the
choice of model parameters has a strong influence on the
tracking performance. One approach to improving the al-
gorithm, then, is to include online adaptive estimation of
model parameters such as diffusion coefficients. This has
the additional benefit of providing estimates of biologically-
relevant parameters in real time.

Although not directly illustrated by the results reported
here, one of the main limits of the tracking speed is the
bandwidth of the stage. Based on system identification, the
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(a) Estimated position of particle 1 (b) Corresponding photon counts

(c) Estimated position of particle 2 (d) Corresponding photon counts

Fig. 10. Tracking two particles. (a) The first particle is fixed to the coverslip
while (c) the second is slowly diffusing. The particles were expected to be
fixed and so the diffusion coefficient was set to D = 0 µm2/s. This led to
the slow convergence of the algorithm to the particle. This convergence can
clearly be seen in the slow rise of the photon counts for particle 2.

Fig. 11. Estimated distance between the two particles of the tracking
experiment in 10.

bandwidth of the piezostage as used in these experiments
is between 100-300 Hz, depending on the axis. Simply
implementing a more advanced low-level controller for the
piezostage can raise this bandwidth significantly, thereby
improving the tracking capability. Moreover, the algorithm
would work without modification on a confocal microscope
that utilized beam steering rather than stage actuation by
simply replacing the actuation models. Acousto-optic mod-
ulators can achieve beam steering with bandwidths into the
MHz range. Tracking would then be limited by intensity level
rather than actuator bandwidth.

While the current system focuses on tracking in two
dimensions, the extension to three dimensions is relatively
straightforward, requiring mainly an extension of the position
estimation algorithm into all three dimensions. A theoretical
discussion of such an algorithm can be found in [24].
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