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Tracking Nanometer-Scale Fluorescent Particles in Two Dimensions
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Abstract—A system for tracking multiple nanometer-scale
fluorescent particles in a confocal microscope and an experi-
mental validation is described. Position estimates of an individual
fluorescent particle are generated from fluorescence intensity
measurements taken at a small number of discrete locations.
Tracking is achieved by combining the estimation procedure with
a linear quadratic Gaussian (LQG) regulator. Multiple particles
are tracked by combining the models for individual particles
into a single system, applying the same LQG framework, and
then cycling the control through each subsystem in turn. Exper-
imental results are presented for single and multiple particles.
For validation purposes, during each experiment images from a
charge-coupled device camera were captured and analyzed offline
using a standard Gaussian fit method. The estimated trajectories
were in good agreement with those produced by the LQG algo-
rithm, thereby verifying the tracking scheme.

Index Terms—Fluorescence microscopy,
gaussian (LQG) control, particle tracking.
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1. INTRODUCTION

HE ability to image and analyze single molecules is a
T powerful tool in molecular biology that continues to be
used to significantly advance knowledge of a wide-range of sys-
tems [1]. Example applications include the study of the nuclear
trafficking process of influenza virus infection by tracking single
VRNPs in living cells [2], and an exploration of the mechanisms
leading to slow diffusion rates in cell membranes [3]. In addi-
tion, researchers have tracked multiple particles simultaneously,
with applications including the measurement of heterogeneities
in the microenvironment [4] and micromechanical properties
[5]. Furthermore, such methods can even be used for drug and
gene delivery [6]. Recent collections of review articles include
[1]1, [7], and [8].

Most tracking methods rely on the use of a wide-field fluo-
rescence image captured with a charge-coupled device (CCD)
camera. Isolated point sources in the image can be localized
with a precision far below the diffraction limit using a variety of
means, such as centroid estimation [9], fitting of the image to a
Gaussian profile [10], or other numerical schemes [11]. Recent
advances in fluorescent dyes and in imaging techniques allow
these localization methods to be used to generate super-resolu-
tion images even when the sources are not isolated [12]. These
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methods in general are limited to tracking motion in or near the
focal plane. Moreover, due to the need to collect a relatively
large number of photons to assure good signal-to-noise ratio
(SNR) [13], they are relatively limited in temporal resolution
with respect to the time scale of the motion of single molecules.
Methods for position estimation in three dimensions do exist,
such as the use of defocusing [14], [15], the introduction of
astigmatism [16], or tracking in scanning confocal microscopy
[17]. These schemes, however, further reduce the temporal res-
olution.

To overcome such limitations, several alternative approaches
have been developed to track a single nanometer-scale fluores-
cent particle. These schemes rely on point detectors in a single or
multiphoton microscope. One early approach proposed rapidly
steering the laser focus around a circle and estimating the par-
ticle position from collected fluorescence intensity fluctuations
[18]. This basic scheme has been used in a variety of recent ef-
forts. In [19], a feedback controller was introduced to steer the
center of the scanned circle. To track in three dimensions, the
focus was circularly scanned in two different axial planes in a
sequential fashion [20], or a pair of laser beams were focused at
different axial positions [21]. This latter scheme has been quite
successful and has tracked quantum dots diffusing with coeffi-
cient as high as 20 um?/s. Other tracking approaches include
[22]-[24], which track particles moving in three dimensions
without scanning the focus but at the expense of a more com-
plicated detection system. Recent reviews of the state-of-the-art
can be found in [1] and [25].

Our tracking system is composed of a confocal microscope
with a piezoactuated nanopositioning stage, a microcontroller
and a tracking algorithm based on the use of a linear quadratic
Gaussian (LQG) controller. In this work, we use a position
estimation algorithm introduced by one of the authors [26],
[27], to estimate the particle position by taking measurements
of the fluorescence intensity at several discrete locations.
The overall implementation is simpler in terms of the experi-
mental apparatus than existing methods and extends naturally
to the tracking of multiple particles. Because the method is
essentially algorithmic, application of the scheme to systems
using beam steering instead of sample actuation and to those
employing alternative sensing methods such as dual objective
multifocal plane microscopy [28] is straightforward. It is also
important to note that all tracking results reported to date for
particles with diffusion coefficients above 0.1 zzm?/s, including
those presented here, utilize quantum dots. Consequently the
signal-to-noise ratio (SNR) is high relative to what could be
expected when using fluorescent dyes, particularly inside live
cells. The estimation algorithm at the core of our method has
been shown to be effective at low SNR [27] and thus we expect
our algorithm to maintain performance in noisier settings.

1063-6536/$26.00 © 2010 IEEE
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Fig. 1. Confocal tracking microscope. Fluorescence is excited in the sample using a laser beam focused to a diffraction-limited spot through the objective lens.
Output fluorescence is collected by the objective and separated from the laser using a dichroic filter. This signal is passed through a beamsplitter, sending a fraction
R to a CCD camera and 1-R to an APD. The tracking algorithm is implemented in a microcontroller. The CCD camera is used during initialization but is otherwise

not part of the tracking algorithm. (a) Block diagram. (b) Physical apparatus.

The algorithm presented in this work previously appeared
in [29] with preliminary experimental results in [30]. In this
brief paper we describe a new physical implementation on a
custom-built confocal microscope and a new and more detailed
collection of tracking experiments. In particular, the system was
augmented to allow the simultaneous capture of CCD images.
Post-processing these images using the common Gaussian fit
estimation procedure provided an independent measurement of
the particle position in two dimensions and a verification of the
tracking. It should be noted that splitting the output signal to
achieve this lowers the overall SNR and would therefore not be
done in practice, especially when applying the system to parti-
cles inside living cells where the SNR is inherently low.

This brief paper is organized as follows. In Section II, we de-
scribe the experimental apparatus. The position estimation and
control algorithms are discussed in Section III, including the ex-
tension to multiple particles. Experimental results for tracking
a fixed particle are described in Section IV, followed by those
for tracking a single diffusing particle in Section V. Results for
tracking multiple particles are described in Section VI and con-
cluding remarks, including a discussion of limitations and our
approach to overcoming them, are given in Section VIIL.

II. CONFOCAL TRACKING MICROSCOPE

We constructed a custom-designed confocal tracking mi-
croscope, shown in Fig. 1. A 488 nm laser (ChromalLASE,
Blue Sky Research, CA) was spatially filtered using a 5 pm
pinhole and expanded to fill the back aperture of the objective
lens (water immersion, 63x, 1.2 N.A. C-Apochromat, Carl
Zeiss, NY). The beam was directed into the objective lens
using a dichromatic filter (T495LP, Chroma, VT). The resulting
fluorescence was collected by the same objective lens, passed
through the dichroic filter and then through a bandpass filter
(HW625/30 m, Chroma, VT) to separate the excitation signal
from the output. The output fluorescence was split into two
beams using a beamsplitter. A fraction R (33%) was focused
onto a CCD camera (Retiga EXi, QImaging, BC, Canada).
The remaining signal was focused through a 25 pm pinhole
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Fig. 2. In this work, we use a four-point measurement constellation. The mea-
surement locations are equally spaced around a circle. It is the position of the
center of this circle that is controlled using the LQG algorithm to track the po-
sition of the fluorescent molecule.

and onto the detector of an avalanche photodiode (APD)
(SPCM-AQR-14, Perkin Elmer, MA).

In our setup, the focal point of the microscope is held fixed
in space and the sample moved using a piezoelectric nanoposi-
tioning stage (Nano-PDQ, Mad City Labs, WI). The stage is a
“frame-in-frame” style (see, e.g., [31]) with independent motion
in the different directions, though with different dynamic char-
acteristics. The stage is equipped with a sensing system with a
manufacturer-reported accuracy on the order of picometers and
is operated in a closed-loop mode in which the position is con-
trolled to the user inputted-reference signal using a simple pro-
portional-integral (PI) feedback controller designed by the man-
ufacturer. We identified the dynamics of our stage in both the
x- and y-directions using the step response of the stage. Using
the identification toolbox in MATLAB to fit the response to a
second-order system yielded the models
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III. POSITION ESTIMATION AND CONTROLLER DESIGN

The tracking algorithm combines a standard LQG controller
to drive the tracking error to zero with a scheme to convert a
collection of intensity measurements into an estimate of the po-
sition of the fluorescent particle. Below we outline the steps
in the algorithm. A full description of the position estimation
scheme can be found in [27] while further details on the control
approach can be found in [29].

A. Position Estimation

The need to accurately localize a fluorescent particle is
common to all single particle tracking schemes. In optical mi-
croscopy, the output fluorescence from a point source, known
as the point spread function (PSF) [32], limits the optical reso-
lution to a few hundred nanometers. The position of the source
particle, however, can be determined with sub-diffraction limit
accuracy by determining the center of the PSF. One of the
most common and accurate approaches to achieve this is to
fit the measured intensity pattern to a Gaussian profile. With
sufficiently high SNR, accuracy on the order of one nanometer
can be achieved [33]. The method, however, relies on a large
collection of measurements for an accurate fit of the model
function. In the confocal setting, these measurements are ac-
quired sequentially, leading to a severe restriction in the update
rate of any controller depending on the estimate.

In our controller we use the fluoroBancroft algorithm devel-
oped by one of the authors [26], [27]. This algorithm yields an
analytical solution to the position estimation problem from as
few as three measurements taken at three non-collinear points.
The algorithm has been shown to have an accuracy similar to
Gaussian fitting in the wide-field setting [27]. The effect of the
number of measurements used, as well as of the integration time
of each measurement, has been explored in simulation in [29]

40 ot

40

Y axis (pixel) X axis (pixel)

(b)

Fig. 3. Typical CCD image of a single quantum dot (or aggregation of dots—see text) in our system. The exposure time was 10 ms. (a) CCD image. (b) 3-D view.

and [34]. In general, for a fixed particle, increasing the inte-
gration time or the number of measurements improves the esti-
mation precision. For a diffusing particle, however, motion oc-
curs throughout the measurement process. This unmodeled mo-
tion leads to increased error in the estimation. At high SNR,
as in the current work, even four measurements are sufficient
for tracking. Increasing the number of measurements or the in-
tegration time of each measurement can help to overcome the
challenge of tracking in systems with lower SNR at the cost of
reducing the maximum diffusion coefficient which can be accu-
rately tracked.

In the work described in this brief paper, we obtain four in-
tensity measurements as follows. For each actuator command
generated by the tracking controller (cf. Section III-B), the focal
point is moved through four points lying on a circle centered on
the commanded position (see Fig. 2). At each point, the stage is
given a small amount of time to settle and then photon counts
are collected from the APD for a fixed integration time Tjy;.

B. Controller Design

Because the cross-axis coupling of the stage is negligible,
we assume motion in the two lateral directions is independent.
Consider first motion in the z-direction. The Brownian motion
of a particle in one dimension is described by the stochastic
differential equation

dz,(t) = V2Ddw,(t) )

where x, is the position of particle, D is its diffusion coefficient,
and dw,(t) is an infinitesimal Wiener increment with mean 0
and variance dt, the sampling time of the system. The dynamics
of the stage are given by a second-order transfer function model
of the form in (1). We define the state of the system in this one
direction to be

3)

X, =[zp s s uz]T

where z is the position of the stage. Due to the zero in the
transfer function, we include the command voltage w, in the
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Fig. 4. Tracking run with a fixed particle. The center line (blue) is the output of the Kalman filter, the noisiest line (green) are the raw estimates determined by the
fluoroBancroft algorithm, and the intermediate line (red) are the Gaussian fit estimates. The standard deviation in the position estimates from the algorithm (output
of the Kalman filter) were (2.9, 2.6) nm in (x, y). The standard deviation in the raw estimates from the fluoroBancroft algorithm were (31.0,36.8) nm while the

estimates based on the Gaussian fit had a standard deviation of (15.4,23.2) nm. (a) Planar trajectory. (b) Trajectory in x. (c) Trajectory in y.
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Fig. 5. Fluorescence readings for each of the four measurements locations during the tracking run in Fig. 4. The integration time was 2 ms. (a) Right position. (b)

Top position. (c) Left position. (d) Bottom position.

system state and view the first time-derivative of this driving
signal as the control for purposes of developing the LQG con-
troller. The value of u,. is then extracted from the state at every
step and applied to the system.

For the observations, we assume we have a measurement of
the particle position z,, (obtained using the fluoroBancroft al-
gorithm described in Section III-A). The position of the stage is
measured from the stage sensors. We model the system output
as the difference between these two signals plus measurement
noise

Yo (t) = 2p(t) — s(¢) + v (2). 4)

The primary source of noise in our system is shot noise in the
intensity measurement with additional noise coming from the
background intensity, electronic noise in the APD, and noise in
the stage sensors. These noise sources are filtered through the
fluoroBancroft estimator to generate v,.. For the purposes of the
system model, we assume the measurement noise has a known
covariance, determined through experiment, given by
V, = E [v,0]] (5)
where E[] represents the expected value.
The linear stochastic dynamic system for the z-axis in state
space form is then given by

where the state-space matrices are derived from the stage
transfer function in (1) and from the particle dynamics in (2).
To represent the Brownian motion of the particle, we take the
covariance of W, (t) to be

Sw, = E [W,W]] = diag(2Ddt,0,0,0) 7
where diag( - ) represents a diagonal matrix.

The y-axis can be modeled in the same manner as the z-axis,
though with different dynamics. The system model for tracking
a single particle in two dimensions is then given by appending
the y-axis model to that of the z-axis. This continuous model
is discretized for a given controller update period dt. We then
apply a standard discrete-time LQG controller (see, e.g., [35])
with a cost function given by

T=3" Palap(k) = o (k)2 + A, (g (k) — wa(k))?
=1
A (uf +ul)] ®
where A, and A, are the weights for the state and A, is the
weight for the control.

The control scheme for tracking a single particle is then as fol-
lows. Denote the current state estimate generated by the Kalman
filter in the LQG controller as X . The nominal command voltage
of the stage (U, Gy ) is extracted from the estimate. Based on
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Fig. 6. Tracking run with a diffusing particle with a relatively small D. As with the fixed particle results in Fig. 4, the raw fluoroBancroft estimates show the

largest variance while the filtered estimates show the least. (a) Planar trajectory. (b) Trajectory in . (c) Trajectory in y.
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Fig. 7. Results from tracking a slowly diffusing particle. (a) Fluorescence intensity at the right-most measurement location during the tracking run in Fig. 6. Rapid
variations reflect the shot noise while slower variations reflect the diffusion of the particle in the axial direction. (b) The MSD values (open circles) were fitted to
a curve of the form (9) (fitted curve shown as red solid line) to produce an estimate of D = 0.020 gm?/s. (a) Measured fluorescence intensity. (b) MSD plot.

these values, the stage is moved according to the scan proce-
dure described in Section III-A and the particle position esti-
mated using the fluoroBancroft algorithm. The state measure-
ment is calculated using (4) and this measurement is fed to the
LQG controller to update the state estimate. The process is then
repeated.

To track N particles, we independently define a state-space
model for each particle and an LQG controller for each. As
there is only one translation stage, we simply cycle through each
system in turn. As a result, the controller rate is /V times longer
than in the single particle case. Optimizing both the cycle se-
quence and the relative amount of time spent on each particle
remains an open problem.

When tracking multiple particles, we assume they are well
separated so that their PSFs do not overlap. (For comments
on approaching the problem when this assumption fails, see
Section VI.) As a result, one of the primary differences between
single and multiple particle tracking is the need for a relatively
large shift in the actuators when moving between particles. Due
to the actuator dynamics and depending on the sampling time of
the system, overshoot or other transient effects may lead to poor
positioning of the focal volume of the microscope. In extreme
cases, this error may be large enough that the particle is not in-

side the focal volume at all, leading to loss of tracking. It is there-
fore important to design low-level controllers that yield small
one-step positioning errors to improve tracking performance in
the multiple particle case.

IV. TRACKING A FIXED PARTICLE

We implemented the tracking scheme of Section III on the
apparatus described in Section II. We initially tested the algo-
rithm on fixed quantum dots. These samples were prepared by
diluting a solution of quantum dots (QD625, Invitrogen, USA)
in glycerol. A small amount of this dilution was placed on a
glass slide and sealed with a cover slip. The slide was mounted
on the microscope and visually searched to find a quantum dot
that had adsorbed onto the coverslip. Individual quantum dots
in these experiments may actually have been aggregations of
a small number of dots. So long as the entire aggregation was
smaller than the diffraction limit, the resulting shape of the in-
tensity function remained the same, though with a higher in-
tensity. A typical CCD image of a fixed dot is shown in Fig. 3
together with a 3-D representation highlighting the shape of the
PSF. The exposure time was 10 ms.

The update rate for the position of the stage, and thus the mo-
tion around the sampling point constellation shown in Fig. 2,
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was set to 20 Hz. Since four measurement points were used,
the update rate for the LQG controller was 5 Hz. The integra-
tion time at each measurement location was set to 2 ms while
the radius of the circle was set to 125 nm. These values were
chosen through trial and error. The radius represents the com-
manded value. Due to the dynamics of the stage the actual posi-
tion of the focal point varied somewhat. The system recorded the
stage position during the measurements and used these measure-
ments, not the commanded values, during the position estima-
tion process. The background noise rate, estimated by collecting
data from a blank sample, was set to 1 count/ms. To determine
the value of w,, the width of the PSF, a Gaussian fit to a CCD
image of a quantum dot (11 x 11 pixels) was performed, leading
to a value of w, = 250 nm. Based on prior experience with the
fluoroBancroft position estimation algorithm, the covariance of
the noise in the position estimate was set to 0.01 gm? in each
direction. The weights for the LQR cost function were set to
Ae = Ay = 1 x10% and A, = 1 x 107%°, reflecting that
since the control in the LQG algorithm is the derivative of the
piezostage input, it is essentially unrestricted. The actual stage
driving voltage was determined from the corresponding compo-
nent of the predicted system state. Since setting the value of the
diffusion coefficient D in the algorithm to 0 zm?/s would lead to
very slow convergence in the LQG, any initial error introduced
by the user when selecting the initial conditions would persist
for a long time. We therefore set D to a small but nonzero value
(1 x 1075 um?/s). The tracking time was arbitrarily set to 40 s.

During a tracking run, we captured, at each of the four mea-
surement locations, a CCD image with an integration time of
10 ms. A Gaussian fit was run off line on each of these images
and the estimated position shifted according to the measured
stage location to produce an estimate in a lab-fixed frame. This
measurement is itself noisy with an accuracy similar to that of
the fluoroBancroft algorithm (see, e.g., [10], [27], and results
below). As a result, it does not provide a ground truth for the
position of the quantum dot. It does, however, provide an in-
dependent measurement of the particle position and serves to
verify the tracking procedure.

The results of a typical run are shown in Fig. 4, including
the trajectory as determined by the output of the Kalman
filter (center line, blue), the raw position estimates of the
fluoroBancroft algorithm (noisiest line, green), and the results
of the Gaussian fitting procedure (intermediate line, red). The
steady-state standard deviation in the (z,y) position estimates
over this run were (2.93,2.60) nm for the optimal estimate
provided by the Kalman filter, (31.0,36.8) nm for the fluo-
roBancroft estimates, and (15.4,23.2) nm for the Gaussian
fit estimates. Both unfiltered measurements were significantly
below the Rayleigh diffraction limit of approximately 317
nm for our optical setup. As expected, the filtered estimates
were much more accurate. Note that the initial condition was
provided through a user click based on the CCD image and
included a much larger initial error in z than in 4. Note also
that the fluoroBancroft estimates are only slightly less precise
than the Gaussian fit estimates despite the fact that only four
measurements were used in the former while 121 measure-
ments from the 11 X 11 pixel array were used in the latter.
It is difficult, however, to draw any conclusions regarding
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the performance of the two algorithms since the signal levels
are not similar due to an uneven split of the output intensity
between the CCD and the avalanche photodiode and because
the integration times are different. A detailed comparison was
performed in [27].

The measured intensities at each of the four measurement lo-
cations during the run in Fig. 4 are shown in Fig. 5. The average
values were just under 400 counts for each location. Since the
measurement locations were designed to be equally distant from
the center of the source, the signals should have the same mean
value. The top and bottom measurement positions have slightly
lower means, reflecting either a small asymmetry in the actual
point spread function or an effect of the different dynamics of
the stage in the two directions.

V. TRACKING SINGLE DIFFUSING PARTICLES

To apply our algorithm to diffusing particles, we prepared dif-
ferent dilutions of quantum dots in glycerol and water. Varying
the proportion of water allowed us to vary the viscosity and thus
the diffusion coefficients. All controller parameters other than
the value of D and the integration time on the measurement were
kept the same as for the experiments with the fixed quantum dot.
The true theoretical value of D was not known exactly for two
main reasons. First, the viscosity and experiment temperature
were not carefully controlled. Second, our preparation seemed
to lead to aggregations of a small number of quantum dots rather
than to single dots. Since the size of these aggregations were
still well below the diffraction limit, they appeared optically as
a single dot (though with a brighter intensity) but with a smaller
diffusion coefficient that depended on the number of dots in the
aggregation. The integration time was set to 5 ms through trial
and error.

After each experiment, we used the particle trajectory to cal-
culate the mean squared displacement (MSD) according to

MSD(7) = ((&(t) = &p(t + 7)) + (Gp(t) — p(t +7))*)

where (£,,9,) is the estimated particle position from the
Kalman filter and (-) represents an ensemble average over the
tracking run. The 2-D diffusion coefficient can be estimated
from the slope of a linear fit to the MSD data. It should be
noted that this approach assumes that the diffusion coefficient is
constant throughout the tracking run. Furthermore, the estimate
is valid only for values of 7 larger than the dynamics of the
tracking controller (on the order of the controller update rate).
As a result, the estimate serves as a rough measure of the
diffusion coefficient, allowing us to characterize the relative
diffusion rates between runs. For details on estimating diffusion
coefficients, see [36] and [38].

A. Sample Run With Slow Diffusion

The results of a typical tracking run for a slowly moving par-
ticle is shown in Figs. 6-7(b). For this run the integration time
was increased from 2 to 5 ms to compensate for the lower inten-
sities due to diffusion out of the image plane. The trajectory in
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Fig. 8. Tracking run with a diffusing particle with a relatively large D. (a) Planar trajectory. (b) Trajectory in x. (c) Trajectory in y.
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Fig. 9. Results from tracking a faster diffusing particle. (a) Fluorescence intensity at the right-most measurement location during the tracking run in Fig. 8. Rapid
variations reflect shot noise while slower variations reflect diffusion of the particle in the axial direction. Variations are faster than in Fig. 7(a), reflecting the higher
diffusion coefficient. (b) MSD values (open circles) and linear fit (solid line) yielding D = 0.12 pm?/s. (a) Measured fluorescence intensity. (b) MSD plot.

Fig. 6 again shows the estimated trajectory, the raw fluoroBan-
croft estimates, and the Gaussian fitting estimates. As expected,
the filtered estimates exhibited a smaller variation.

The fluorescence intensity from measurement position 1
(see Fig. 2) is shown in Fig. 7(a). The measurements from the
other three positions were qualitatively similar. The average
intensity, approximately 2200 photon counts, was significantly
higher than for the fixed particle case in Fig. 5. This is partially
explained by the increased integration time (from 2 to 5 ms).
The average count is perhaps better expressed as approximately
440 counts/ms while in the fixed case it was 200 counts/ms. The
additional increase is likely due a larger number of quantum
dots in the aggregation being tracked. The trace also shows
a significantly larger variance than in the fixed particle case,
caused by two effects. First, because the particle was diffusing,
there was more variation in the relative planar position of the
particle and the position of the focal point of the microscope.
Second, the particle was freely diffusing in three dimensions
while tracking was being performed only in the focal plane.

The MSD for the run shown in Fig. 6 was calculated using (9)
with the results shown in Fig. 7(b). Fitting this data with the form
in (9) yielded D = 0.020 pm?/s. The knee in the MSD values

likely reflects a change in diffusion coefficient during the run.
This could arise from a variety of sources, including changes in
the local viscosity. While not explored here, such changes can
be important indicators into underlying processes (see, e.g., [2]).

B. Sample Run With Faster Diffusion

The results of a typical tracking run for a faster moving par-
ticle are shown in Figs. 8 and 9. Since with the larger diffusion
coefficient the particle was more likely to diffuse away along
the (untracked) optical axis, the tracking time was reduced to
20 s. The trajectory in Fig. 8 is similar in terms of the estimated
values as with the fixed (see Fig. 4) and slowly diffusing particle
cases (see Fig. 6). The measured fluorescence intensity from
position 1 is shown in Fig. 9(a). The signal showed increased
variability due to the higher diffusion coefficient. At times, the
signal level approached zero, indicating near loss of tracking.
The MSD, shown in Fig. 9(b), yielded D = 0.12 qu/s.

In experiments with even higher diffusion coefficients, loss of
tracking was common. It should be noted, however, that the par-
ticle almost invariably diffused away along the untracked optical
axis; planar tracking remained successful so long as there was
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Fig. 10. Tracking error and theoretical error based on particle diffusion. The actual error is driven by diffusion, estimation error and mismatch of model parameters.
Experiments with a chosen value of D closer to the estimated D were closer to the theoretical curve.
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Fig. 11. Tracking at controller rate of 20 Hz. (a) Timing pattern. Each edge corresponds to a measurement position. (b) Trajectories calculated from Gaussian
fitting on a sequence of CCD images. The images were not synchronized to the controller and trajectories reflect motion of the stage around the 125 nm-radius
measurement constellation. The slower bandwidth of the y-axis resulted in a smaller motion in that direction, reflected in the smaller variance of the y-signal. At
14 s, the controller was turned off. The immediate jump was due to the stage resetting to its zero position. Residual motion reflects the untracked diffusion of the

particle. (a) Timing. (b) Estimated trajectories.

a sufficiently high intensity. As discussed in Section VII, exten-
sion of the tracking algorithm to three dimensions requires a 3-D
position estimation algorithm. While we have proposed such an
extension of the fluoroBancroft algorithm in [26], experimental
verification of the estimator is ongoing.

C. Tracking Performance

Because the true trajectory of the particle is unknown, the
tracking error for a diffusing particle cannot be calculated ex-
actly. It can, however, be approximately determined as follows.
As described in Section IV, at every time step of a tracking run,
a CCD image was captured at each of the four measurement
points in the constellation. Under perfect tracking and position
estimation, the position of the quantum dot would remain fixed
in the sequence of images. Calculating the standard deviation of
the position estimates determined by Gaussian fitting thus pro-
vides a measurement of the overall tracking error. This error is
driven by a variety of factors with the most dominant being the
diffusion of the particle during the measurement and control se-
quence. As seen in (2), the error in each axis should theoretically

grow as V2D dt where dt is the control update time. The error
is also affected, however, by estimation error in the Gaussian
fitting, itself arising primarily from the shot noise in the photon
measurements, as well as the mismatch between the diffusion
coefficient used in the model and the true value.

A large number of tracking experiments were run on different
particles. For each the diffusion coefficient was estimated from
the MSD and a Gaussian fit was performed on each image taken
at measurement location one. The resulting standard deviations
in the z and y estimates as a function of estimated diffusion
coefficient are shown in Fig. 10. Also shown is the theoretical
curve given by V2D dt where the value of dt was set to the
update rate of 200 ms. The error generally increased with in-
creasing diffusion coefficient. The measured error includes not
only diffusion but also estimation error and model mismatch,
leading to a generally larger error than the theoretical calcula-
tion predicts. In general, the farther the value chosen for D in
the controller was from the diffusion coefficient estimated from
the MSD calculation, the larger the error was, reflecting the ef-
fect of the mismatch.
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Fig. 12. Simultaneous tracking of three particles and corresponding MSD values (dotted lines) and linear fits (solid lines). The estimated values of D were 0.0092
pm?2/s (red), 0.0077 pem?/s (green), and 0.015 gem?/s (blue). At one point, two of the particles (green and red) moved close enough to become indistinguishable. The
corresponding controller states converged with residual error between the trajectories due primarily to estimation error. The controller cannot detect a separation

of one particle into two and thus tracked only one for the remainder of the run.

D. Tracking At Higher Loop Rates

All experiments shown above were performed with an up-
date rate for the LQG controller set to 5 Hz. This relatively slow
rate was driven primarily by the communication constraints of
the control hardware. Due to limited on-board storage of the
microcontroller, the data acquired at each measurement loca-
tion (photon counts, stage position, and CCD image) needed to
be transmitted to the host system at every cycle of the control
loop. Sending such information was required in order to verify
and quantify tracking but is not required for tracking. To illus-
trate tracking at higher loop rates, we performed runs without
sending any data back to the host system. Motion between the
measurements was set to 100 Hz. As illustrated in Fig. 11(a), a
digital I/O pin on the microcontroller was toggled prior to each
measurement of the stage position. The delay after the fourth
edge reflects the time for computation. In these runs, the LQG
update rate was approximately 20 Hz. To illustrate tracking, im-
ages were captured simultaneously from the CCD using the host
computer and Gaussian fitting used to estimate the trajectory.
These images, however, were not synchronized to the control
loop and thus could not be registered to each individual mea-
surement constellation location. The variance in the estimates
thus reflect not only shot noise and the motion of the particle
during the integration time when capturing the CCD image, but
also the motion of the stage around the measurement constella-
tion during the acquisition time. As shown in Fig. 11(b), the par-
ticle was held approximately fixed relative to the image frame.
At 14 s the controller was turned off. After an initial jump in
the position as the stage reset to its zero position, the particle
diffused freely, illustrating that the fixed position in the images
was due to the tracking controller.

Note that tracking speed in the current system is limited
primarily by the computational hardware and not fundamental
limits due to shot noise (see, e.g., [37]-[39] for theoretical and
experimental results of such limits).

(a) Estimated trajectories. (b) MSD.

VI. EXTENDING TO MULTIPLE PARTICLES

As discussed in Section 111, the basic scheme can be extended
to multiple particles by expanding the system state and then
cycling through the particles during each control period. We
implemented this scheme and applied it to freely diffusing
quantum dots. The results of a typical run involving three
particles is shown in Fig. 12(a). The MSDs for each of the
three tracked particles are shown in Fig. 12(b). The resulting
diffusion coefficients were calculated to be 0.0092 m?/s (red),
0.0077 pm?/s (green), and 0.015 pm?/s (blue). Due to the low
diffusion coefficients, free diffusion along the optical axis was
much lower. As a result, the tracking time was set to 300 s.

Our controller assumed that the particles were well-separated
in space. During the tracking run shown, however, two of the
particles came close enough together that their PSFs became in-
distinguishable. The position measurements were then the same
up to measurement noise, and the two estimated trajectories es-
sentially converged. The controller does not model such events
and in general, if this occurs, will from that point on only follow
one of the particles even if they separate. In order to follow
multiple, interacting particles, one can turn to fluorescent labels
whose emission spectra do not overlap, allowing the signals to
be spectrally separated from each other.

VII. CONCLUSION AND FUTURE WORK

In this brief paper, we presented a scheme for tracking
nanometer-size fluorescent particles that combines a posi-
tion estimation algorithm with an LQG controller. We have
validated the tracking capability in two dimensions through ex-
periment. Our results indicate that the primary limitation of the
scheme is the lack of 3-D capability. The extension of the LQG
controller into 3-D is straightforward and we have proposed a
modification of the fluoroBancroft algorithm for localization in
three dimensions [26]. The method utilizes a 3-D version of the
Gaussian model for the fluorescence intensity. While effective
in deconvolution wide-field microscopy [40], other models
have been proposed for two-photon microscopy [41] and the
accuracy of our modeling in the confocal setting needs to be
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theoretically analyzed and experimentally studied. We expect,
however, that the feedback nature of the tracking process will
help overcome challenges in the position estimation and that
3-D tracking will be readily achieved.

One of the primary limitations of our system when tracking
multiple particles is the speed of the hardware and its ability to
rapidly and accurately move the large distances between parti-
cles. Our implementation utilizes the closed-loop controller pro-
vided by the manufacturer of the nanopositioning stage. The
bandwidth can be increased significantly by using more ad-
vanced controllers for the piezos such as tuned-PID [42] and
robust controllers [43].
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